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Constructing Inferences During Narrative Text Comprehension

Arthur C. Graesser, Murray Singer, and Tom Trabasso

The authors describe a constructionist theory that accounts for the knowledge-based inferences that
are constructed when readers comprehend narrative text. Readers potentially generate a rich variety
of inferences when they construct a referential situation model of what the text is about. The pro-
posed constructionist theory specifies that some, but not all, of this information is constructed under
most conditions of comprehension. The distinctive assumptions of the constructionist theory em-
brace a principle of search (or effort) afier meaning. According to this principle, readers attempt to
-construct a meaning representation that addresses the reader’s goals, that is coherent at both local
and global levels, and that explains why actions, events, and states are mentioned in the text. This
study reviews empirical evidence that addresses this theory and contrasts it with alternative theoret-

ical frameworks.

An adequate psychological theory of text comprehension
should be able to account for the generation of inferences when
readers construct a situation model of what a text is about. A
situation model is a mental representation of the people, setting,
actions, and events that are mentioned in explicit clauses or that
are filled in inferentially by world knowledge (Bower, 1989;
Garnham & Oakhill, in press; Glenberg, Meyer, & Lindem,
1987; Johnson-Laird, 1983; Kintsch, 1988; Morrow, Green-
span, & Bower, 1987; Singer, 1990; van Dijk & Kintsch,
1983). For example, suppose that an adult reads a novel. Several
classes of knowledge-based inferences are potentially con-
structed during comprehension: The goals and plans that moti-
vate characters’ actions, characters’ knowledge and beliefs,
traits, emotions, the causes of events, properties of objects, spa-
tial relationships among entities, expectations about future epi-
sodes in the plot, referents of nouns and pronouns, attitudes of
the writer, emotional reactions of the reader, and so on. Some of
these inferences are normally generated “‘on-line” (i.e., during
the course of comprehension), whereas others are normally
“off-line” (i.e., generated during a later retrieval task but not
during comprehension). Researchers in cognitive psychology
and discourse processing have attempted to identify and explain
which classes of inferences are normally generated on-line (Ba-
lota, Flores d’Arcais, & Rayner, 1990; Graesser & Bower, 1990;
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Graesser & Kreuz, 1993; Kintsch, 1993; Magliano & Graesser,
1991; McKoon & Ratcliff, 1992; Singer, 1988, in press; Whit-
ney, 1987).

In this article, we present a constructionist theory that makes
decisive predictions about the classes of inferences that are con-
structed on-line during the comprehension of narrative text.
One of the shortcomings of early constructionist theories (An-
derson & Ortony, 1975; Bartlett, 1932; Bransford, Barclay, &
Franks, 1972; Schmidt, 1982; Weimer & Palermo, 1974) is that
they failed to make specific predictions about the inferences and
meaning representations that are constructed during encoding.
Because of this shortcoming, some researchers (e.g., McKoon
& Ratcliff, 1992) have concluded that constructionist theories
assume that a complete, lifelike cognitive representation is con-
structed and that virtually all classes of inferences are generated
on-line. During the past decade, however, the research con
ducted by constructionist theorists has revealed that only a sub-
set of inferences are on-line. The constructionist theory pre-
sented in the present article accommodates these empirical
findings and thereby positions constructionism on more solid
footing.

The proposed constructionist theory embraces a principle
that has a long history in experimental psychology and that dis-
tinguishes it from other contemporary psychological theories in
discourse processing: Search (or effort) after meaning (Bartlett,
1932; Berlyne, 1949, 1960; Spiro, 1980; Stein & Trabasso,
1985). A more precise specification of this search-after-meaning
principle has three critical assumptions:

1. The reader goa!l assumption. The reader constructs a
meaning representation that addresses the reader’s goals. These
goals and meaning representations are normally pitched at deep
levels of processing (e.g., semantics and the referential situation

|

model) rather than at shallow levels (e.g., wording and syntax). .

2. The coherence assumption. The reader attempts to con-
struct a meaning representation that is coherent at both local
and global levels. Local coherence refers to structures and pro-
cesses that organize elements, constituents, and referents of ad-
jacent clauses or short sequences of clauses. Global coherence
is established when local chunks of information are organized
and interrelated into higher order chunks.
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(3’. The explanation assumption. The reader attempts t0 ex-

plain why actions, events, and states are mentioned in the text.
These explanations involve naive theories of psychological and
physical causality in an effort to achieve coherence in under-
standing.
Thus, readers attempt to construct a meaningful referential sit-
uation model that addresses the readers’ goals, that is coherent,
and that explains why actions, events, and states are mentioned
in the text.

Previous constructionist theories have either explicitly or im-
plicitly adopted one or more of these assumptions. The pro-
posed constructionist theory is distinctive because it explicitly
adopts all three assumptions and it directly focuses on the prob-
lem of inference generation. Previous constructionist theories
have been vague or indecisive in delimiting the classes of infer-
ences that are generated on-line. This was not a salient objective
for these theories in the past because there was very little re-
search on inference generation two decades ago. Now that in-
ference generation has received more attention in the fields of
experimental psychology, cognitive science, and discourse pro-
cessing, it is time to sort out what a constructionist theory
would provide. The three assumptions of the search-after-
meaning principle empower a constructionist framework to
make decisive predictions about inference generation.

A constructionist theory that embraces the search-after-
meaning principle offers predictions that are not ‘uniquely
shared by alternative theoretical frameworks in the discourse-
processing literature. By way of illustration, the proposed con-
structionist theory predicts that the following three classes of
inferences are generated on-line under most processing condi-
tions:

1. Superordinate goals of characters that motivate explicit
actions in the text. For example, the superordinate goal of “get-
ting revenge” motivates the action of a victim killing a villain;
getting revenge explains why the victim kills the villain.

2. Causal antecedents that explain why an action, event, or
state is explicitly mentioned in the text. For example, the event
of a character becoming ill is explained by the causal antecedent
“the character went bankrupt.”

3. Global thematic inferences that integrate major chunks of

the text or that convey the point of a message. For example, a
story might be an instantiation of the virtue “practice what you
preach.”
In contrast, the theory predicts that readers do not normally
construct inferences that forecast future episodes in the plot and
inferences that track the spatial locations of objects within a
spatial region.

According to the proposed constructionist theory, those in-
ferences that are predicted to be generated on-line are not gen-
erated under all conditions of reading. Readers abandon such
attempts at search-after-meaning under one or more of the fol-
lowing conditions: (a) if the reader is convinced that the text is
“inconsiderate” (i.e., lacks global coherence and a message), (b)
if the reader lacks the background knowledge that permits the
establishment of explanations and global coherence, or (c) if the
reader has goals that do not require the construction of a mean-
ingful situation model (e.g., proofreading the text for spelling
€rrors).

Our primary focus is on narrative » text.rather than on other
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discourse genres (such as expository, persuasive, and descriptive
texts). This emphasis is nonarbitrary. Narrative text has a close
correspondence to everyday experiences in contextually specific
situations (Britton & Pelligrini, 1990; Bruner, 1986; Kintsch,
1980; Nelson, 1986; Schank, 1986). Both narrative texts and*
everyday experiences involve people performing actions in pur-
suit of goals, the occurrence of obstacles to goals, and emotional
reactions to events. Knowledge about these actions, goals,
events, and emotions are deeply embedded in our perceptual
and social experience because it is adaptive to understand the
actions and events in our social and physical environment. The
inferencing mechanisms and world knowledge structures that
are tapped during the comprehension of everyday experiences
are also likely to be tapped during the comprehension of narra-
tives; there is no justifiable reason to believe that readers would
turn off these pervasive interpretive mechanisms during read-
ing. Of course, this claim does not imply that there is a perfect
overlap between the inferences generated during everyday expe-
riences and the inferences generated during narrative compre-
hension. In particular, global thematic inferences may not be
generated when we comprehend activities in the world because
people coordinate multiple agendas in a complex, dynamic
world.

In contrast to narrative text, expository text is decontextua-
lized and is normally written to inform the reader about new
concepts, generic truths, and technical material (Brewer, 1980;
Bruner, 1986; Nystrand, 1986). The typical reader does not
have extensive background knowledge about the topics in ex-
pository texts, so readers generate fewer inferences than they

- generate during the comprehension of narrative text (Britton &
is an important //

Giilgéz, 1991; Graesser, 198 l)ﬂgglixg text
genre to study, given that we are interested in fnference genera-
tion and the constFuction of referential situation models. )
One major goal of this article is to present a constructionist
theory that makewwiadge-
based inferences that are generated on-line during narrative
comprehension. These knowledge-based inferences are critical
building blocks in the referential situation model that readers
construct. It is beyond the scope of this article to dissect the vast
number of shallow-level inferences that are needed to “flesh
out” linguistic code and explicit propositional code. It is widely
acknowledged that most of these shallow-level inferences are
reliably generated on-line (Frazier & Flores d’Arcais, 1989; Per-
fetti, 1993; Swinney & Osterhout, 1990), perhaps automatically
(McKoon & Ratcliff, 1992). Most of the uncertainty and con-
troversy addresses the status of deeper knowledge-based infer-

‘ences that presumably are generated during the 9qp§t:ggtjon of

situation models. It is also beyond the scope of this article to

* discriminate between those inferences that are automatically

versus strategically generated on-line. The distinction between
automatic and strategic inferences was central to McKoon and
Ratcliff’s (1992) minimalist hypothesis, but it is not central to

trast is between on-line and off-line inferences while readers
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comprehend text.

A greater appreciation of the constructionist theory is
achieved when it is contrasted with alternative hypotheses,
models, and theories. Therefore, in this article, we compare the
predictions of the constructionist theory with the predictions of
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alternative theoretical frameworks: an explicit textbase posi-
tion, a minimalist hypothesis, a current-state selection (CSS)
strategy, a prediction-substantiation model, and a promiscuous
inference generation position. The fact that these frameworks
furnish different predictions about the on-line status of infer-
ences supports the claim that the constructionist theory offers
nontrivial predictions.

A second major goal of this article is to review the empirical
evidence that tests the proposed constructionist theory and al-
ternative theoretical frameworks. As it turns out, the fact that
we are investigating knowledge-based inferences has some crit-
ical methodological consequences. In particular, a satisfactory
empirical test of these models must ensure that the readers have
adequate world knowledge to generate the inferences. We there-
fore advocate a three-pronged method (Magliano & Graesser,
1991; Suh & Trabasso, 1993; Trabasso & Suh, 1993) that coor-
dinates (a) the collection of verbal protocols that expose candi-
date inferences, (b) the articulation of alternative theoretical
frameworks concerning inference generation, and (c) the collec-
tion of time-based behavioral measures that test which infer-
ences in (a) are actually generated on-line. The verbal protocols
involve a think-aloud task or a question-answering task, while a
normative group of subjects reads text, sentence by sentence. If
an inference is exposed by these verbal protocols, then there
is some assurance that the readers have adequate background
knowledge to make the inference.

In this article, we do not articulate the constructionist theory
to the point of covering all levels of language processing and
of furnishing a detailed processing trace of the construction of
inferences. In principle, the constructionist theory could be in-
tegrated with more comprehensive psychological models of text
processing, such as Kintsch’s construction-integration model
(Kintsch, 1988), Just and Carpenter’s READER model (1992),
or Gernsbacher’s structure-building framework (Gernsbacher,
1990). In principle, we also could present a detailed processing
model that traces the construction of particular inferences on
the basis of the text, relevant world knowledge structures, and
the reader’s goals (see Graesser & Clark, 1985, for one attempt).
Although it is beyond the scope of this article to furnish this
level of detail, the key components of a processing mechanism
are described in sufficient detail to show how it narrows down
the set of potential knowledge-based inferences.

Comprehension and Knowledge-Based Inferences

It is important to clarify what we mean by “comprehension”
and “knowledge-based inferences” because they are central
ideas in the constructionist theory. As mentioned earlier, the
constructionist theory is applicable only in cases when the
reader attempts to comprehend the meaning of a text. All bets
are off when, for example, the reader is merely proofreading the
text for spelling errors or the reader is scanning the text for a
particular word. As mentioned earlier, the constructionist the-
ory makes predictions about those knowledge-based inferences
that participate in the construction of a situation model. The
distinctive properties of the theory are not pitched at the shal-
low-level inferences that are needed to construct syntactic code,
propositional code, and the explicit textbase.

What Does It Mean to Comprehend?

Comprehension has traditionally been one of the elusive, con-
troversial constructs in cognitive science (Kintsch, 1980;
Schank, 1986; Weizenbaum, 1976; Winograd & Flores, 1986).
It is perhaps impossible to propose a definition that is complete
and that would be accepted by all researchers in all disciplines.
Everyone agrees that comprehension consists of the construc-
tion of multi-level representations of texts. Everyone agrees that
comprehension improves when the reader has adequate back-
ground knowledge to assimilate the text, but what else exists or
occurs when comprehension succeeds? How does a researcher
determine whether a computer really understands a text or
whether one person really understands another person?

Comprehension improves to the extent that the reader con-
structs more levels of representation and more inferences at
each level. To illustrate some multiple levels of representation,
consider the following short text.

The truck driver saw the policeman hold up his hand. The truck
driver’s vehicle stopped, but a car rear-ended the truck driver.

The textbase level of representation would include a proposi-
tional description of the explicit text (Kintsch, 1992; Kintsch &
van Dijk, 1978). For example, the first sentence would have the
following propositional representation:

PROPOSITION 1: saw (truck driver, PROPOSITION 2)
PROPOSITION 2: hold-up (policeman, hand)

Each proposition has a predicate (i.e., verb, adjective, or con-
nective) and one or more arguments (i.e., noun or embedded
proposition). The textbase level would also connect the explicit
sentences by argument overlap. The first sentence would be con-
nected to the second sentence by the overlapping argument
“truck driver.”

The textbase provides a shallow representation of the explicit
text but does not go the distance in capturing the deeper mean-
ing of the text. Deeper meaning is achieved by computing a ref-
erential specification for each noun. For example, the car would
rear-end the vehicle of the truck driver rather than the body of
the truck driver. Deeper comprehension is achieved when the
reader constructs causes and motives that explain why events
and actions occurred. Readers would infer that an abrupt stop
of the truck caused the car to rear-end the truck, even though
the text never states that there was an abrupt stop. The reader
would infer that the truck driver had the goal of stopping the
truck and performed some intentional action to stop it, even
though this was never explicitly stated. Deeper comprehension
is achieved when the reader infers the global message, or point,
of the text, such as “accidents occur even when people follow
society’s rules.” However, this level of representation may be
difficult to construct without the pragmatic context of the text,
such as who wrote the text, why it was written, who read the
text, and why it was read. Nevertheless, according to our defi-
nition of comprehension, readers attempt to construct repre-
sentations at all of these levels.

A definition of comprehension is incomplete without a prin-
cipled way of determining what content to elaborate at the var-
ious levels. The proposed constructionist theory was indeed de-
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veloped to provide a more discriminating specification of
content elaboration. Most readers would not normally con-
struct a detailed description of the subplan that the truck driver
executed to stop the truck (e.g., he moved his foot to the brake
pedal, he pumped the brake, he calculated the distance between
the truck and the policeman). These details would normally be
omitted from the constructed representation. Yet it might be
important to construct these details when the reader is an insur-
ance agent trying to settle an insurance claim for the accident.
Thus, the goals of the reader and the pragmatic context of the
message must also be considered. It is widely acknowledged that
it is not sufficient to build a theory of comprehension on the
basis of the text alone.

Some researchers have enriched the definition of comprehen-
sion by adopting a “systemic” perspective that appeals to the
notion of harmony (i.e., congruity, compatibility, and syn-
chrony). One sense of harmony addresses the global coherence
of the text; comprehension succeeds when there is harmony
among explicit ideas within the text (Britton & Eisenhart,
1993). A second sense of harmony addresses the compatibility
among the three major components of a communication sys-
tem: the author, the text, and the reader (Britton & Giilgoz,
1991; Rosenblatt, 1978; Tierney & Shanahan, 1991). That is,
comprehension succeeds to the extent that there is harmony
among three representations: (a) the author’s intended meaning
of the text, (b) the explicit text, and (c) the reader’s constructed
meaning of the text. Writers compose the content and wording
of text in service of their communication goals, whereas readers
attempt to recover the writers’ goals during comprehension.
Comprehension breaks down to the extent that there is discord
among the author’s intended meaning, the explicit text, and the
reader’s constructed meaning. Inconsiderate text is incoherent
and underspecified, so it fails to deliver a successful transmis-
sion of information from author to reader.

There are several important benefits when comprehension
succeeds. The reader draws inferences that are relevant and cor-
rect. The reader asks good questions that tap potential knowl-
edge gaps, anomalies, and contradictions. The reader’s answers
to questions are relevant, correct, and informative. The reader
can paraphrase the message and generate good summaries. In
fact, inference generation, question asking, question answering,
paraphrasing, and summary generation have traditionally been
the litmus tests of whether computers can understand text in the
field of artificial intelligence (Kass, 1992; Lehnert, Dyer, John-
son, Young, & Harley, 1983; Schank & Abelson, 1977). When
comprehension succeeds, the reader is able to detect whether an
incoming statement in the text involves a contradiction, anom-
aly, or irrelevancy with respect to the earlier information (Glen-
berg, Wilkinson, & Epstein, 1982; Graesser & McMahen, 1993;
Markman, 1979; Otero & Kintsch, 1992). However, sometimes
comprehension does not succeed and the reader settles for a
simplistic, shallow representation of the text. A reader may have
the illusion of successful comprehension even though the read-
er’s simplistic representation fails to capture all of the explicit
text and the depth of the material (Glenberg & Epstein, 1987,
Weaver, 1990).

What Is a Knowledge-Based Inference?

The purpose of this section is to delimit the classes of infer-
ences that our constructionist theory addresses rather than to

offer a complete and perfectly accurats taxonomy of inferences.
Researchers in psycholinguistics and discourse processing have
proposed several taxonomies of inferences (Clark. 1977: Graes-
ser & Kreuz, 1993: Harris & Monaco. 1978: Kintsch. 1993;
Magliano & Graesser, 1991; Nicholas & Trabasso. 1981: Reiger,
1975; Singer, 1988), but a consensus has hardly emerged.

Knowledge-based inferences are constructed when back-
ground knowledge structures in long-term memory (LTM) are
activated, and a subset of this information is encoded in the
meaning representation of the text. The meaning representa-
tion includes both the textbase and the referential situation
model (Kintsch, 1988, 1992, 1993; Kintsch, Welsch, Schmal-
hofer, & Zimny, 1990; Schmalhofer & Glavanov, 1986; van Dijk
& Kintsch, 1983). The background knowledge consists of spe-
cific and generic knowledge structures that are relevant to the
text. The specific knowledge structures include memory repre-
sentations of particular experiences, of other texts, and of pre-
vious excerpts within the same text. The generic knowledge
structures include schemata (J. M. Mandler, 1984; Rumelhart
& Ortony, 1977), scripts (Bower, Black, & Turner, 1979; Schank
& Abelson, 1977), frames (Minsky, 1975), stereotypes (Wyer &
Gordon, 1984), and other structured packets of generic knowl-
edge. Most background knowledge structures are meaningful
and contextually rich. That is, they are grounded in experience,
with content organized by meaningful relations, for example, a
script of eating at a restaurant. These rich structures furnish
much of the content needed to interpret, explain, predict, and
understand narrative events. However, other background
knowledge structures are abstract and decontextualized, such
as the schema for the rhetorical format of a fairy tale (J. M.
Mandler, 1984; Stein & Glenn, 1979). Background knowledge
structures (either specific or generic) are activated through pat-
tern recognition processes by explicit content words, combina-
tions of content words, and interpreted text constituents. When
a background knowledge structure is very familiar and there-
fore overlearned, much of its content is automatically activated
in working memory (WM) at very little cost to the processing
resources in WM (Graesser & Clark, 1985; Kintsch, 1988,
1993).

When a knowledge-based inference is directly inherited or
copied from a background knowledge structure, the process of
incorporating it into the meaning representation of the text im-
poses small or intermediate costs to WM. However, sometimes
a novel knowledge-based inference is constructed. A novel in-
ference is a product of several incremental, cognitive cycles of
searching memory and accumulating information from
multiple information sources (Just & Carpenter, 1992). The
precise mechanisms of constructing these novel knowledge-
based inferences are not well understood, although several re-
searchers have offered speculations (Graesser & Clark, 1985;

'Graesser & Zwaan, in press; Johnson-Laird, 1983; Schank &

Abelson, 1977; Wilensky, 1983). These novel knowledge-based
inferences are believed to place more burdens on WM. A po-
tential inference has a lower likelihood of being generated on-
line to the extent that its generation imposes greater demands
on WM. .

Examples of knowledge-based inferences are presented in the
context of the following parable by Ambrose Bierce, entitled
“How Leisure Came.”
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A Man to Whom Time was Money, and who was bolting his break-
fast in order to catch a train, had leaned his newspaper against the
sugar bowl and was reading as he ate. In his haste and abstraction
he stuck a pickle-fork into his right eye, and on removing the fork
the eye came with it. In buying spectacles the needless outlay for
the right lens soon reduced him to poverty, and the Man to Whom
Time was Money had to sustain life by fishing from the end of the

wharf.

Table 1 presents 13 classes of inferences and examples of
these inferences in the context of this passage. These 13 classes

Table 1

Inferences Relevant to “How Leisure Came”
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are defined according to the content of the inference and its
relation to the explicit text. These classes do not exhaust all
of the potential inferences during comprehension, but they do
provide an initial foundation for discussing the constructionist

theory. .

The order in which the inference classes are listed in Table 1
is not altogether arbitrary. Inference classes 1, 2, and 3 are
needed to establish local coherence, whereas inference classes 3
and 4 are critical for establishing explanations. Classes 4, 5, and

Type of inference

Brief description

Text that elicits inference

Inferences

Class 1: Referential

Class 2: Case structure role.
assignment

Class 3: Causal antecedent

Class 4: Superordinate goal

Class 5:° Thematic

Class 6: Character emotional

reaction

Class 7: Causal consequence

Class 8: Instantiation of noun
category

Class 9: Instrument

Class 10: Subordinate goal-
action

Class | 1: State

Class 12: Emotion of reader

Class 13: Author’s intent

A word or phrase is referentially tied
to a previous element or
constituent in the text (explicit or
inferred).

" An explicit noun phrase is assigned

to a particular case structure role,
e.g., agent, recipient, object,
location, time.

The inference is on a causal chain
(bridge) between the current
explicit action, event, or state and
the previous passage context.

The inference is a goal that
motivates an agent’s intentional
action.

This is a main point or moral of the
text.

The inference is an emotion
experienced by a character,
caused by or in response to an
event or action.

The inference is on a forecasted
causal chain, including physical
events and new plans of agents.
These inferences do not include
the character emotions in class 6.

The inference is a subcategory or a
particular exemplar that
instantiates an explicit noun or an
implicit case role that is required
by the verb.

The inference is an object, part of
the body, or resource used when
an agent executes an intentional
action.

The inference is a goal, plan, or
action that specifies how an
agent’s action is achieved.

The inference is an ongoing state,
from the time frame of the text,
that is not causally related to the
story plot. The states include an
agent's traits, knowledge, and
beliefs; the properties of objects
and concepts; and the spatial
location of entities.

The inference is the emotion that
the reader experiences when
reading a text.

The inference is the author’s
attitude or motive in writing.

.. .on removing the fork the eye
came with ir”

“the man leaned his newspaper
against the sugarbowl!”

“In his haste and abstraction he
stuck a pickle fork into his

righteye. ..”

*“A Man to Whom Time was
Money, and who was bolting
his breakfast in order to catch
atrain...”

The entire passage

*. . .the needless outlay reduced
him to poverty”

.. .on removing the fork the eye
came with it”

«“ . .breakfast...”

*. . .the Man to Whom Time
was Money had to sustain life
by fishing from the end of a
wharf™”

*. . .who was bolting his
breakfast”

*...the Man to Whom Time
was Money had to sustain life
by fishing from the end of a
wharf™ :

. ..on removing the fork the eye
came with it”

The entire passage

Fork is the referent for it.

Against the sugarbowl is
assigned to a location
role.

The man was careless and

mis-aimed his fork.

The man wanted to get to
work and earn money.
Haste makes waste.

The man became sad.

The man became blind in
his right eye.

Bacon and eggs.

The man used a rod and
reel (to fish).

The man grasped his fork
and moved it toward his
mouth.

Fishermen are poor; the city
has a wharf.

The reader is disgusted.

Bierce wants to lambaste
workaholics.
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6 are important for establishing global coherence. Classes 7
through 11 are elaborative inferences that are not needed for
establishing coherent explanatory meaning representations.
Classes 12 and 13 address the pragmatic communicative ex-
change between reader and author. The order of listing the in-
ference classes is weakly correlated with the amount of atten-
tion that the inference classes have received in the psychological
literature. Referential inferences (class 1) have received the
most attention, whereas inferences about author intent and at-
titude (class 13) have received the least attention. The local in-
ferences that are elicited by one or two sentences have received
more attention than the global inferences. Inferences that are
elicited from rich textual cues have received more attention
than inferences that are remotely derived from the text by virtue
of background knowledge structures.

The researchers’ preferences in the selection of inferences to
investigate can be attributed both to methodology and to the-
ory. The most familiar and defensible research methods in ex-
perimental psychology carefully manipulate stimulus texts, so
there is a preference for investigating local text-bound infer-
ences. Early theories in psycholinguistics, text linguistics, and
reading focused on inferences that were derived symbolically
from explicit linguistic elements (Brady & Berwick, 1983;
Brown & Yule, 1983; Katz & Fodor, 1963; Kempson, 1977).
These inferences were derived by rules, meaning postulates, and
compositional analyses that stripped away most of world knowl-
edge. It is very tedious and difficult to specify the numerous
knowledge structures associated with text, so theorists and em-
pirical researchers have normally avoided a systematic analysis
of world knowledge. Nevertheless, a mature theory of inference
generation would need to analyze world knowledge in detail.
Consequently, some researchers have pursued rather ambitious
projects that map out the world knowledge structures that par-
ticipate in text comprehension (Alterman, 1985; Dahlgren,
1988; Graesser & Clark, 1985; Mannes & Kintsch, 1991;
Schank & Abelson, 1977). Clearly, it is important not to confuse
the likelihood that a class of inferences is generated on-line and
the amount of attention that the class of inferences has received
in the scientific literature.

There is an important distinction between text-connecting in-

_ferences and extratextual inferences (Graesser & Bower, 1990;

Singer & Ferreira, 1983; Trabasso & Suh, 1993). In the case of
a text-connecting inference, the current clause being compre-
hended is related to a previous explicit statement in the text; the
previous statement is reinstated (i.e., activated or reactivated)
and is inferentially linked to the current clause. The referential
inferences (class 1 in Table 1) are always text-connecting infer-
ences. In the case of extratextual inferences, the inference is
copied or derived from generic and specific knowledge struc-

_ tures that are relevant to the explicit text.

The taxonomy in Table 1 does not include some classes of
inferences that normally are difficult to generate and are there-
fore off-line. First, there are logic-based inferences, which are
derived from systems of domain-independent formal reasoning,
such as propositional calculus, predicate calculus, and theorem
proving (Newell & Simon, 1972; Rips, 1990). Second, there are
quantitative inferences and statistical inferences that are prod-
ucts of complex formulae and mathematical procedures (Kah-
neman, Slovic, & Tversky, 1982). These inferences are usually
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a struggle to generate (Bruner, 1986; Graesser & Clark. 1983;
Kintsch, 1993; Schank, 1986), as evervone who has attempted
to solve analytical brain teasers and algebra word problems
knows. Of course, this does not mean that these inferences are
never generated during the comprehension of narrative text
(Lea, O’Brien, Fisch, Noveck, & Braine, 1990).

For the convenience of communication, we consider whether
each class of inferences is in one of two discrete states: on-line
versus off-line. However, there undoubtedly is a probabilistic
continuum between on-line and off-line. The continuum can be
attributed to fluctuations in reader abilities, reader goals, text
materials, samples of inferences, experimental tasks, and so on.
The continuum can also be explained by the theoretical possi-
bility that inferences are encoded to some degree rather than
all-or-none (Gernsbacher, 1990; Kintsch, 1988; McKoon &
Ratcliff, 1992; Sharkey & Sharkey, 1992). The degree to which
an inference is encoded might be strengthened or attenuated as
more information is received. Technically speaking, when we
claim that a class of inferences is generated on-line, our inten-
tion is to convey that it has a substantially higher strength of

-encoding or higher likelihood of being generated than the con-

trast classes of inferences that are off-line. A full-blown theory
would account for likelihood of generation, the strength of en-
coding, the time-course of generation, and the exact locus of
generation (within the text) for each class of inference.

A Constructionist Theory of Inference Generation

As discussed earlier, the proposed constructionist theory em-
phasizes Bartlett’s (1932) principle of search (or effort) after
meaning. This principle embraces the reader goal assumption,
the coherence assumption, and the explanation assumption. We
elaborate on these distinctive characteristics of the construc-
tionist theory in this section. In addition to these distinctive
characteristics, the theory adopts some components, assump-
tions, and predictions that are widely accepted by psychological
researchers in discourse processing (Gernsbacher, 1990; Just &
Carpenter, 1992; Kintsch, 1988; Sanford & Garrod, 1981;
Singer, 1990; van Dijk & Kintsch, 1983). These uncontroversial
assumptions are succinctly enumerated in this section before
turning to the theory’s distinctive characteristics.

Uncontroversial Components and Assumptions

1. Information sources. The three main information
sources include the rext (i.e., graphemes, phonemes, syntax, lex-
ical items, propositions, and clauses), the relevant background
knowledge structures (both specific and generic), and the prag-
matic context of the message (i.e., the author, reader, setting, and
purpose of the exchange).

2. Levels of cognitive representation. Following Kintsch
and his colleagues (Kintsch, 1988, 1992; van Dijk & Kintsch,
1983), three levels of code are constructed as a result of com-
prehension: the surface code (i.e., the exact wording and syn-
tax), the textbase (explicit text propositions plus inferences
needed for text cohesion), and the situation model.

3. Memory stores. There are three memory stores: short-
term memory (STM; which holds the most recent clause), work-
ing memory (WM; which holds approximately the last two sen-
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tences, plus information that is actively recycled in WM), and
long-term memory (LTM). It should be noted that some models
do not distinguish between STM and WM. .

4. Discourse focus. Attention may be focused on any of the
three levels of cognitive representation (see assumption 2).
From the standpoint of the situation model, the discourse focus
is analogous to a mental camera that scans across the scenario
and zooms in on particular characters, actions, events, spatial
regions, and hot spots (Bower, 1989).

5. Convergence and constraint satisfaction. Both the ex-
plicit information and inferences receive more strength of en-
coding to the extent that they are activated by several informa-
tion sources (i.¢., there is convergence), and they satisfy the con-
ceptual constraints imposed by the various information sources
(Golden & Rumelhart, 1991; Graesser & Clark, 1985; Kintsch,
1988; Mannes & Kintsch, 1991; Sharkey & Sharkey, 1992; St.
John, 1991).

6. Repetition and automaticity. Repetition increases the
speed of accessing knowledge structures and the elements
within a knowledge structure. In the case of an automatized
package of knowledge (e.g., a familiar generic knowledge struc-
ture), the content is wholistically accessed and activated at little
cost to the processing resources in WM.

Distinctive Components and Assumptions of the Theory

The proposed constructionist theory embraces the search-af-
ter-meaning principle (Bartlett, 1932; Berlyne, 1949; Spiro,
1980; Stein & Trabasso, 1985). At a general level, this search-
after-meaning principle asserts that comprehenders attempt to
construct meaning out of text, social interactions, and percep-
tual input. The principle has three assumptions that empower
the constructionist theory with distinctive predictions: (7) satis-
faction of reader goals, (8) achievement of both local and global
coherence, and (9) explanation of explicit information.

It is important to emphasize that the search-after-meaning
principle is an effort, not necessarily an achievement. In most
reading contexts, the fruits of these efforts are realized because
writers—authors construct messages to be understood. However,
there are conditions that prevent the reader from constructing a
meaning representation that provides coherence, that explains
the explicit text, and that satisfies the reader’s goals. If the reader
fails to devote any effort, then these inferences are not drawn.
The inferences are not generated if the reader is given insuffi-
cient time for comprehension. A globally coherent message is
not constructed if the text is choppy, incoherent, and pointless.
An explanation may not be generated when there is a random
sequence of events or a puzzling sequence of propositions that
satisfy a researcher’s counterbalancing constraints. Inferences
are not constructed without the prerequisite background
knowledge structures.

7. Satisfaction of reader goals. When readers comprehend
a text, they are motivated by one or more goals. In some
contexts, the goals are ill defined and general. This is the case
when an adult reads the morning newspaper to become in-
formed about current events and when a person reads a novel
to be entertained. The reader must understand the meaning of
the text under these conditions. In other contexts, the reader’s
goals are specific. This is the case when a reader tries to deter-

mine whether it is a good time to invest some money in the
stock market (while reading a newspaper) and when a reader
tries to form a mental picture of what a character looks like
(while reading a novel). According to the reader goal assump-
tion, readers are persistent in their attempts to satisfy their goals
and therefore will construct inferences that address these goals.

We distinguish among three levels of goal specificity: default,
genre-based, and idiosyncratic. At the first, most undifferenti-
ated, level, the reader’s goal is to construct a meaningful situa-
tion model that is compatible with the text. This level is the least
constrained and is regarded as the default level.

At the next level, there are goals associated with the genre
of the text. Readers of fictive narrative have the goal of being
entertained in some fashion (e.g., excited, enthralled, amused,
or frightened), whereas readers of expository text have the goal
of being informed about events and facts in the real world
(Brewer, 1980; Kintsch, 1980; Pearson & Fielding, 1991;
Zwaan, 1993). Brewer (1980) has contrasted four “discourse
forms” that reflect different goals of reading text: to entertain,
to persuade, to inform, and to have an aesthetic-literary im- _
pact. Zwaan’s (1993) experiments on reading and memory have/
demonstrated that substantially different information is ex- 7
tracted from a text when it is called a newspaper article versus 3/
literary story.

The final level of goal specificity involves idiosyncratic reader
goals. These goals may lead the reader to construct virtually any
type of code (i.e., surface or textbase vs. situation model) and
virtually any dimension of the situation model (e.g., spatiality,
causality, plans, or traits of characters). An adequate account of
idiosyncratic goals would need to incorporate a general theory
of human motivation, which is quite outside the boundaries of
our constructionist theory. The constructionist theory offers a
priori predictions about inference generation in the context of
default goals and genre-specific goals, whereas its predictions
are ad hoc in the context of idiosyncratic goals. The ad hoc
prediction is that inferences are generated if they are directly
relevant to the idiosyncratic goals.

Reader goals must be carefully analyzed in the experiments
conducted by researchers in discourse processing. The task de-
mands constrain the goals that readers adopt and therefore the
inferences that they construct. Readers may not generate deep
inferences, for example, if the tests, materials, and tasks only
require shallow processing. Unfortunately, this has been the
case in a significant proportion of experiments on inference
processing (see Magliano & Graesser, 1991). For example, sup-
pose that an experiment is conducted in which the reader’s task
is to recognize whether character A or B is activated by a pro-
noun she. Suppose further that the words are presented very
quickly (250 ms per word), and the reader is asked to recognize
which of two words had been presented, as quickly as possible
(namely, character A vs. B after presenting she). Shallow pro-
cessing is sufficient to complete this task because (a) the task
merely involves the recognition of explicit text, (b) the material
is quickly presented, (c) shallow processing is satisfactory for
performance, and (d) the recognition test requires the discrimi-
nation of only two characters. The reader might adopt an arti-
ficial reading strategy that is similar to monitoring a list of un-
related items. The reader might be frustrated from having the
normal comprehension goal of constructing a meaningful situ-
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ation model. In contrast, a meaningful situation model would
be constructed in a task that allows readers to read at their nor-
mal pace and that tests them on deep inferences relevant to the
situation model.

8. Local and global coherence. The comprehender at-
tempts to build 2 meaning representation that establishes local
and global coherence among the events, actions, and states in
the text. Once again, this does not mean that a coherent repre-
sentation is necessarily achieved at all levels, however. If the
reader believes that the text is not considerate and lacks global
coherence, then the comprehender settles for local coherence. If
the reader believes that the text lacks local coherence, then the
reader regards the text as incoherent. Stated differently, the
reader attempts to construct the most global meaning represen-
tation that can be managed on the basis of the text and the read-
er’s background knowledge structures. A globally coherent cog-
nitive representation is successfully achieved when the following
conditions are met: (a) the textual features support global co-
herence, (b) the reader has the prerequisite background knowl-
edge, and (c) the reader does not have a specific goal that pre-
vents understanding of the material. When there is a breakdown
in one or more of these conditions, the reader settles for local
coherence or gives up trying to achieve any coherence at all.

Coherence is achieved to the extent that elements and con-
stituents in a text are conceptually connected by virtue of back-
ground knowledge structures, the constructed situation model,
linguistic features of the text, or all three. There is an imprecise
but important distinction between local and global coherence.
Local coherence is achieved when conceptual connections re-
late the content of adjacent text constituents (i.e., a phrase,
proposition, or clause) or short sequences of constituents. For
example, in the story “How Leisure Came,” there is a causal
connection between the “‘man’s haste and abstraction” and the
event “he stuck a pickle fork into his right eye.” Global coher-
ence is achieved to the extent that most or all of the constituents
can be linked together by one or more overarching themes. For
example, the theme *“‘haste makes waste” ties together most of
the content of “How Leisure Came.”

Features of the explicit text have a prominent role in the con-
struction of local coherence (de Beaugrande, 1980; Halliday &
Hasan, 1976; Kintsch & van Dijk, 1978; Mann & Thompson,
1986). In fact, the term cohesion is sometimes reserved for local
connections that are based entirely or primarily on linguistic
and textual features, as opposed to the situation model and
background knowledge. Referential cohesion is established, for
example, when an explicit noun in a sentence is connected ref-
erentially to a previous noun phrase or proposition in the text.
Another example of cohesion is when a connective (e.g., be-
cause, so, and, therefore) explicitly links adjacent clauses with a
particular type of conceptual relation.

Nevertheless, features of language and the explicit text do not
go the distance in establishing local coherence. Sometimes read-
ers need to infer the relations between constituents. The classes
of inferences that are important for establishing local coherence
are referential inferences (class 1 in Table 1), case structure role
assignments (class 2), and those causal antecedent inferences
(class 3) that connect adjacent constituents. There is substantial
evidence that the process of inferring these relations increases
comprehension time (Bloom, Fletcher, van den Broek, Reitz, &

Shapiro, 1990; Haberlandt & Bingham, 1978; Keenan. Baillet,
& Brown, 1984; Myers, 1990; Myers, Shinjo, & Duffy, 1987;
Singer, 1990).

The establishment of global coherence involves the organiza-
tion of local chunks of information into higher order chunks.
For example, a moral, main point, or theme of a text (class 5 in
Table 1) organizes many of the events and episodes in narrative.
A higher order chunk has its tentacles attached to constituents
that span large stretches of text. As a consequence, readers
sometimes need to link an incoming constituent to an excerpt
much earlier in the text; the earlier excerpt is in LTM but no
longer in WM. In these situations, reinstatement searches are
executed to fetch the earlier text and to place it in WM. These
reinstatement searches take additional processing time (Bloom
et al., 1990; Dopkins, Klin, & Myers, 1993; Fletcher & Bloom,
1988; Kintsch & van Dijk, 1978; Singer, 1990, 1993; Suh &
Trabasso, 1993; van den Broek & Lorch, 1993).

Detailed analyses of global coherence are available in several
fields: text linguistics (Grimes, 1975; Halliday & Hasan, 1976),
artificial intelligence (Dyer, 1983; Hobbs, 1979; Lehnert, 1981),
education (Meyer, 1985), and cognitive psychology (J. M. Man-
dler, 1984; van Dijk & Kintsch, 1983). Some global structures
are contextually specific and detailed, such as a script for eating
at a restaurant (Schank & Abelson, 1977). Others are abstract
frames. In one type of REVENGE structure, for example, char-
acters A and B have a positive bond, character C harms B for
unjustifiable reasons, and subsequently character A harms
character C. Readers infer these global structures and thereby
construct thematic inferences (class 5 in Table 1). Unfortu-
nately, there have been very few empirical tests of whether these
inferences are generated on-line (Seifert, McKoon, Abelson, &
Ratcliff, 1986).

Although it is beyond the scope of this article to provide a
detailed account of the representation and processing assump-
tions of the constructionist theory, it is worthwhile to point out
briefly how coherence could be achieved computationally. Co-
herent representations have traditionally been expressed in a
symbolic form and have been constructed by procedures that
manipulate symbols (Dyer, 1983; Fletcher, 1986; Golden &
Rumelhart, 1991; Graesser & Clark, 1985; Kintsch & van Dijk,
1978; Lehnert, 1981; Trabasso, van den Broek, & Suh, 1989;
van Dijk & Kintsch, 1983). That is, the textbase, situation
model, and background knowledge structures have consisted of
structured packages of nodes (i.e., nouns, states, events, or
goals) that are connected by relational arcs of different catego-
ries. The global structures have either been tree hierarchies or
nonhierarchical networks. The process of constructing the co-
herent representations during comprehension has normally
consisted of recursive transition networks or production sys-
tems (Allen, 1987; Anderson, 1983; Just & Carpenter, 1992).

More recently, researchers have adopted connectionist archi-
tectures for computing coherence (Britton & Eisenhart, 1993;
Holyoak & Thagard, 1989; Kintsch, 1988; Read & Marcus-
Newhall, 1993; Rumelhart & McClelland, 1986). In Kintsch’s
(1988) construction—integration model, for example, all ¥
nodes in the total node space (involving the textbase, situation
model, and background knowledge) are connected with one an-
other in an N X N connectivity matrix. Each connection be-
tween two nodes is assigned a positive excitatory weight, a neg-
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ative inhibitory weight, or a zero weight. As each constituent in
the text is interpreted, the activation values of the nodes in the
node space are modified by a spreading activation' process
through the node space, as stipulated by the connectivity ma-
trix; a parallel constraint satisfaction process settles on activa-
tion values for the nodes by converging on the best compromise
of the constraints imposed by positive, negative, and zero-
weight connections. After the last clause in the text is compre-
hended, each of the N nodes has a final activation value. Those
nodes that meet some criterion of activation are included in the
final coherent meaning representation, whereas the other nodes
are not included.

According to the constructionist theory, a computational
model would need to be designed in a manner that ensures that
readers make every effort to establish both local and global co-
herence. In Kintsch’s construction-integration model, for ex-
ample, there would need to be a special set of nodes in the node
space and connections in the connectivity matrix that explicitly
capture the coherence assumption. Similarly, the model would
need to be augmented with a special set of nodes and connec-
tions that incorporate the reader goal assumption and the ex-
planation assumption. In other words, the three distinctive as-
sumptions of the constructionist theory do not naturally emerge
from the version of the construction-integration model re-
ported in Kintsch (1988).

9. Explanation. Comprehenders attempt to explain why
episodes in the text occur and why the author explicitly men-
tions particular information in the message. Thus, comprehen-
sion is typically guided by why-questions rather than other types
of questions (e.g., what-happens-next, how, where, or when).
There is extensive evidence that causal explanations of actions,
events, and states play a central role in our understanding of
narrative (Black & Bower, 1980; Bloom et al., 1990; Bower et
al., 1979; Fletcher, 1986; Graesser, 1981; Rumethart, 1975;
Schank, 1986; Singer, 1990; Trabasso & Sperry, 1985; Trabasso
et al., 1989; van den Broek, 1990). The importance of causal
explanations is also bolstered by theories outside of the dis-

course-processing arena. For example, it is compatible with the-~

ories of causal attribution in social psychology (Hastie, 1983;
Hilton, 1990; McLaughlin, 1990; Pennington & Hastie, 1986;
Read, 1987; Read & Marcus-Newhall, 1993) and with theories
of planning and mundane reasoning in artificial intelligence
(Kuipers, 1985; Mooney, 1990; Schank, 1986).

Researchers have analyzed the information that is accessed
when individuals answer why-questions (Graesser, 1981; Graes-
ser & Clark, 1985; Graesser & Franklin, 1990; Graesser &
Hemphill, 1991; Graesser, Lang, & Roberts, 1991; Graesser,
Robertson, & Anderson, 1981; Lehnert, 1978; Schank & Abel-
son, 1977). Explanations of why involuntary events occur in-
clude their causal antecedents and enabling states (class 3 in
Table 1). The reasons why characters perform intentional ac-
tions include their superordinate goals (class 4) and the causal
antecedents that trigger these goals (class 3). Regarding goals,
superordinate goals are appropriate answers to why-questions
but not subordinate goals and subplans. For example, consider
the following question in the context of the “How Leisure
Came” story: “Why did the man buy spectacles?”” Appropriate
answers to this why-question would include the superordinate
goal “in order to improve his eyesight” but not the subordinate

goal “in order to pay the doctor.” Regarding causal chains,
causal antecedents are appropriate answers to why-questions
but not causal consequences. An appropriate answer to the ex-
ample question would be the causal antecedent “because his
right eye was damaged” but not the causal consequence “be-
cause he was reduced to poverty.” Therefore, the claim that
comprehension is guided by why-questions rather than other
types of questions substantially narrows down the set of infer-
ences that readers normally construct. ’

Comprehenders are particularly sensitive to actions and
events in the world, rather than to constancies and ongoing
states. This is because changes frequently convey new and inter-
esting information: discrepancies from normal states in the
world, violations of normative standards, danger, obstacles to
an agent’s goals, goal conflicts between agents, methods of re-
pairing planning failures, emotions that are triggered by goal
failures, and abnormal occurrences that have adaptive signifi-
cance to the organism. The comprehender’s attention is cap-
tured and explanations are sought when there is an abnormal
deviation from the homeostatic balance in a physical, social, or
psychological system (Berlyne, 1960; Cheng & Holyoak, 1985;
Hart & Honore, 1985; Hilton, 1990; Lazarus, 1991; Mackie,
1980; G. Mandler, 1976). States become important only to the
extent that they enable actions and events that dynamically un-
fold. It should be noted that the state inferences in Table 1 (class
11) do not include those states that enable actions and events.

Explicit actions and events are easy to explain when they are
motivated or caused by a previous event, action, or state men-
tioned in the text. Explicit events and states are also easy to
explain when they are very typical of the activated scripts and
other background knowledge structures. For example, drinking
a glass of wine is a very typical action in a BAR script. Such an
action is stored in the generic script for BARS and in thousands
of specific experiences involving bars. In contrast, the same vol-
untary action of drinking wine would be more difficult to ex-
plain if it could not be causally linked to the previous text and
if it was not typical knowledge in the background knowledge
structures (such as a person drinking wine in the context of a
classroom). There is a coherence break when an incoming
clause cannot be readily explained by prior text or by back-
ground knowledge structures. When these coherence breaks oc-
cur, the comprehender attempts to piece together an explana-
tion from fragments of information in the activated informa-
tion sources. It takes more time to explain these atypical actions
and events (Bower et al., 1979; Hastie, 1983), but this atypical
information is more distinctive and discriminable in memory
than is the typical information (Bower et al., 1979; Graesser,
Gordon, & Sawyer, 1979; Hastie, 1983). If the reader’s attempt
to explain an incoming clause fails, the reader may wait for the
subsequent text to explain it (Stein & Trabasso, 1985).

A pragmatic level of explanation must also be considered
when readers comprehend explicit actions, events, and states
in the text. The reader considers why the author would bother
mentioning the information conveyed in each explicit clause.
Readers normaily follow the Gricean postulate that whatever
the author expresses is relevant and important (Grice, 1975;
Roberts & Kreuz, 1993; Sperber & Wilson, 1986). When static
information is presented at the beginning of the novel (e.g., a
description of the protagonist’s house), the author is presum-
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ably supplying a rich setting to anchor the story world. An ex-
plicit state might also be intended as a clue that ends up solving
a mystery (e.g., there was a red stain on the shirt of a character).

A Processing Model for the Constructionist Theory

We present a processing model at this point to clarify what
cognitive mechanisms would be involved in the production of
inferences. The processing model would apply to situations
where readers are attempting to comprehend considerate nar-
rative text, without any idiosyncratic comprehension goals. We
do not present a complete processing model. Instead, we briefly
sketch a simple model that captures those inferences that are
products of the explanation assumption and global coherence.
These inferences are the most distinctive in the sense that they
are not predicted to be generated by a number of alternative
models of inference generation. Our processing model could be
expanded to accommodate idiosyncratic reader goals and the
establishment of local coherence; however, the resulting infer-
ences would be generated by most theoretical frameworks and
therefore are not particularly controversial.

Our processing model is built on the computational platform
of Just and Carpenter's READER model (1992). There is a set
of production rules that scan and operate on the contents of
WM at each comprehension cycle, as text is comprehended on-
line. The grain size of the comprehension cycle is defined as an
explicit action, event, goal, or state in the discourse focus. A
production rule has an “IF(condition, cognitive processes)”
composition. If the specified conditions are met, then the cog-
nitive processes are executed; if the conditions are not met, then
the processes are not executed. All of the production rules are
evaluated and executed in parallel, as is assumed in the
READER model. The production rules are “soft” rules rather
than “hard,” brittle rules. That is, a condition is satisfied when
there is a configuration of WM content that meets or exceeds
some activation threshold; when cognitive processes are exe-
cuted, the activation values of WM content are modified.

The READER model assumes that there is a limited supply
of processing resources in WM. For the present purposes, it is
not necessary to declare the precise upper bound in the capacity
limitations. However, a few points need to be made about the
amount of resources that are consumed by particular cognitive
processes. According to the model, the process of accessing and
utilizing generic information sources places very little demand
on WM because this information is overlearned and automa-
tized (see assumption 6). Access to generic information in LTM
is very quick and executed in a parallel, rather than a serial,
fashion. Access to specific information sources in LTM is ac-
complished more slowly (in parallel); the utilization of content
within a specific information source is comparatively time con-
suming, at times in a serial fashion, and places more demands
on WM. Therefore, it takes a noticeable amount of time to
reinstate information that appeared much earlier in the text be-
ing read, after the information exits WM. Comprehension pro-
cesses, including inference generation, slow down to the extent
that the demands on WM approach the upper bound of capac-
ity limitations. When the demands on WM exceed the upper
bound, there is a catastrophic deterioration of comprehension,
and few inferences are constructed. It should be noted, once

again, that these assumptions are compatible with the basic pro-
cessing mechanism of Just and Carpenter’s (1992) READER
model.

In Table 2, we present six production rules that implement
the explanation assumption and the global coherence assump-
tion. For each rule, there is a specification of the condition ele-
ment, a succinct description of the cognitive processes, and an
elaborated description of these processes. The condition ele-
ment for rules A, B, C, and D declares the type of statement in
the discourse focus (i.e., action, goal or state vs. event) that
“fires” the production rule. For rules E and F, the rule is fired
when particular content in WM has an activation level that
reaches some threshold. When a production rule is fired, vari-
ous cognitive processes are executed: (a) searching for informa-
tion sources in LTM and WM, (b) searching for information
within information sources, (c) increasing the activation value
of content in WM, and (d) verifying whether potential infer-
ences are compatible with constraints of the WM content that
is highly active. All six production rules are evaluated and pos-
sibly fired at each comprehension cycle, as text is compre-
hended on-line, statement by statement.

Production rules A, B, C, and F handle the explanation-based
inferences. These inferences are needed to explain why charac-
ters perform actions, why events occur, and why information is
explicitly stated in the text. Production rule A generates super-
ordinate goals (i.e., motives) of character actions and goals. Pro-
duction rule B generates causal antecedents of actions, goals,
and events. Production rule C generates inferences that explain
why statements are explicitly mentioned in the text. According
to production rule F, these inferences are encoded in the situa-
tion model if their activation values meet some threshold.

All six production rules are needed to establish global coher-
ence. According to production rule E, global plot structures are
activated when WM contains a particular configuration of ac-
tions, goals, events, states, and emotions. Some of this WM
content was established by explicit text and some by inferences:
goal inferences through rule A, action/event/state inferences
through rule B, and emotional reactions of characters through
rule D. A global structure is constructed in the situation model
if its activation value meets some threshold. Production rule C
generates genre schemata, such as a schema for a mystery story,
or a schema for a joke. Once again, a genre schema ends up
being encoded if its activation value in WM manages to meet
some threshold.

The six production rules implement the reader’s active com-
prehension strategies when reading narrative text. As we discuss
later, other models of inference generation do not postulate this
ensemble of production rules. For example, McKoon and Rat-
cliff’s (1992) minimalist hypothesis does not highlight these
classes of inferences as being important for text comprehension.
Except for the causal antecedent inferences, all elaborative in-
ferences have an equivalent status in the minimalist hypothesis,

" namely that they are not consistently made during comprehen-

sion. If we were to implement the minimalist hypothesis in the
form of a production system model, then the only production
rules would be B and F. However, even rule B would need to be
modified because the minimalist hypothesis states that causal
antecedent inferences are made only under two conditions: (a)
when the inference establishes local text coherence or (b) when
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Table 2

Production Rules of the Constructionist Theory That Model the Process of Explanation and Establishing Global Coherence

Production . Succinct description of cognitive
rule Condition processes Elaborated description of cognitive processes
A Explicit statement in the discourse Explain why the character performed 1. Search information sources in WM and LTM
focus is an intentional action action A or has goal G. for plausible superordinate goals of A or G.
(A) or goal (G) of a character. 2. Increase the activation of superordinate goals

_ in WM to the extent that (a) they are in
multiple information sources and (b) they are
compatible with the constraints of WM
content that meet some threshold of
activation.

B Explicit statement in the discourse Explain why the character performed 1. Search information sources in WM and LTM
focus is an intentional action action A, why the character has for plausible causal antecedents of A, G, or E.
(A), a goal (G), or an event (E). goal G, or why event E occurred. 2. Increase the activation of the causal
antecedents in WM to the extent that (a) they
are in multiple information sources and (b)
they are compatible with the constraints of
WM content that meet some threshold of
. activation.
C Any explicit statement (S) in the Explain why the writer mentions S. 1. Search text genre schemas in LTM that
discourse focus. would accommodate S.

2. Increase the activation of the genre schema to
the extent that it is compatible with the
constraints of S and with WM content that
meets some threshold of activation.

D Explicit statement in the discourse Track the emotional reactions of 1. Search information sources in WM and LTM
focus is an intentional action characters. for salient emotional reactions of characters
(A)oran event (E). toAorE.

2. Increase the activation of the emotional
reactions in WM to the extent that (a) they
are in multiple information sources and (b)
they are compatible with the constraints of
WM content that meet some threshold of
activation.

E WM contains a particular Create global structures. 1. Search for information sources in LTM that
configuration (C) of goals, match configuration C.
actions, events, emotions, and/ 2. Increase the activation of the information
or states that meet some source in WM to the extent that it is
threshold of activation. compatible with the constraints of WM
content that meet some activation threshold.
F An implicit statement or structure Construct inferences that receive The implicit statement or structure is
in WM meets some activation high activation in WM. constructed as an inference in the situation
threshold. model.

Note. WM = working memory; LTM = long-term memory.

there is a break in local text coherence that prompts a strategic
search for causal antecedents (in the prior text or other infor-
mation sources). The condition element of the production rules
would need to be tuned to these discriminations. Unlike the
minimalist hypothesis, the constructionist model always
searches generic and spe :ific information sources for causal an-
tecedents of explicit events, actions, and goals; the search occurs
regardless of whether or not there is a break in local text coher-
ence. In summary, alternative models of inference generation
would not have exactly the same set of production rules and the
condition elements would not be tuned in exactly the same way.
In a subsequent section, we examine assumptions and predic-
tions of some alternative models.

Predictions of the Constructionist Theory

The constructionist theory makes distinctive predictions
about which classes of inferences are likely to be generated on-

line during the comprehension of narrative text. As discussed
earlier, there undoubtedly is a continuum between on-line and
off-line, but we assume a discrete demarcation for ease of
communication. :

In many contexts, readers have a general goal of reading a
coherent text for understanding or for entertainment (rather
than an idiosyncratic goal). The default or genre-based level of
goal specificity would apply, as discussed earlier, and the predic-
tions of the constructionist theory are clear-cut. The theory pre-
dicts that the following classes of inferences are generated on-
line: referential (class 1), case structure role assignment (class
2), causal antecedent (class 3), superordinate goal (class 4), the-
matic (class 5), and character’s emotion reaction (class 6). The
referential, case structure, and causal antecedent inferences
(classes 1, 2, and 3) are needed to establish local coherence in
the text. The inferences that assign case structure roles to ex-
plicit noun phrases and prepositional phrases establish local co-
herence within a clause. The referential inferences and causal
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antecedent inferences are prevalent when establishing local co-
herence between clauses. The causal antecedent and superordi-
nate goal inferences (classes 3 and 4, respectively) are needed
to explain why involuntary events occur and why characters
perform intentional actions. Thematic inferences (class 5) are
generated during the establishment of global coherence. The
emotional reactions of characters (class 6) and the superordi-
nate goals (class 4) also play a prominent role in global plot
configurations of stories (Dyer, 1983; Lehnert, 1981; Stein &
Levine, 1991) and are therefore needed for the establishment of
global coherence. Interesting story plots involve goal conflicts
and salient emotional reactions of characters to episodes in the
story world.

The constructionist theory predicts that several classes of
“elaborative” inferences in Table 1 are not normally generated
on-line: causal consequences (class 7), instantiations of noun
categories (class 8), instruments (class 9), subordinate goals/ac-
tions (class 10), and states (class 11). These inferences are not
needed to construct a coherent explanation of the explicit
content in the narrative so they have a lower likelihood of being
generated on-line.

An elaborative inference in one of the above five classes might
be constructed on-line by virtue of convergence and constraint
satisfaction (see assumption 5). This occurs when an inference
receives a high strength of activation from multiple information
sources, and it satisfies the constraints from multiple informa-
tion sources. It is important to point out that there are theoret-
ical and empirical criteria for identifying these elaborative in-
ferences that are products of convergence and constraint satis-
faction (Graesser & Clark, 1985; Kintsch, 1988; Mannes &
Kintsch, 1991). Therefore, the predictions of the construction-
ist theory remain tractable.

As a case in point, causal consequence inferences are nor-
mally not constructed on-line according to the constructionist
theory. That is, readers do not forecast a hypothetical plot that
involves new plans of agents and long event chains into the fu-
ture. According to the constructionist theory, the only causal
consequences that are generated on-line are (a) superordinate
goals of existing plans that may end up being achieved in the
future plot (class 4 inferences), (b) emotional reactions of char-
acters to events and actions (class 6 inferences), and (c) causal
consequences that have a high strength of encoding by virtue of
assumption 5. Researchers have frequently proposed that causal
consequences are not made on-line because there are too many
alternative hypothetical plots that could potentially be fore-
casted, because most of these alternatives would end up being
erroneous when the full story is known or because it takes a
large amount of cognitive resources to forecast a single hypo-
thetical plot (Graesser & Clark, 1985; Johnson-Laird, 1983;
Kintsch, 1988; Potts, Keenan, & Golding, 1988; Reiger, 1975).
However, a causal consequence inference is likely to be gener-
ated on-line if it is highly constrained by context and there are
few if any alternative consequences that would be likely to occur
(Keefe & McDaniel, 1993; McKoon & Ratcliff, 1986; Murray,
Klin, & Myers, 1991; van den Broek, 1990).

In some contexts, readers are motivated by idiosyncratic
goals. They are predicted to generate those classes of inferences
that are directly relevant to the idiosyncratic goals. For exam-
ple, if their goal is to gain a vivid mental picture of the spatial

setting and to track the location of objects, then spatial state
inferences (class 11 in Table 1) would be constructed on-line
even though it is time consuming to generate such inferences
(Morrow et al., 1987; Morrow, Bower, & Greenspan, 1989; Per-
rig & Kintsch, 1985). However, spatial inferences are not nor-
mally generated on-line when readers read naturalistic stories
for understanding and entertainment (Zwaan & Van Oosten-
dorp, 1993). In some contexts, the reader’s idiosyncratic goals
are pitched at a shallow level of comprehension, such as proof-
reading a manuscript for spelling errors or performing in an
experimental task that involves word recognition. In such cases,
the reader would not construct a meaningful situation model,
and virtually none of the inferences in Table 1 would be gener-
ated on-line. Therefore, there is not an invariant set of on-line
inferences when considering all of the reader goals that poten-
tially motivate reading. However, there are clear-cut predictions
when the reader goals are pitched at a default level or a genre-
based level of goal specificity.

The status of author intent or attitude (class 13) is uncharted
at this point of inference research. There has been very little
theoretical discussion of the psychological impact of author in-
tent and attitude (Hunt & Vipond, 1986; Rosenblatt, 1978) and
no empirical research investigating on-line processing. From
one perspective, the reader is expected to generate inferences
about author intent and attitude because it explains why the
author expresses particular clauses in the text and why the au-
thor wrote the text. From another perspective, however, there
are several reasons for being pessimistic about the likelihood of
generating these inferences on-line. There rarely is a rich prag-
matic context that anchors communication between the author
and reader of a story, so there is very little information to sup-
port such inferences. In fact, the author of a text is normally
invisible to the reader. There are cases in which there is a rich
pragmatic context, for example, a letter to a friend or a politi-
cian writing a story to be read by a constituency; in these cases,
readers are predicted to generate inferences and explanations
about author intent and attitude on-line. A second reason to
be pessimistic is that the reader may fail to achieve a globally
coherent interpretation of the text per se; establishing a globally
coherent message is presumably a prerequisite or corequisite of
computing author intent and attitude. There is a yet a third rea-
son to be pessimistic. People do not normally construct author
intent and attitude when they observe events and actions in the
everyday world, so this cognitive skill is not overlearned through
everyday experience. :

The status of reader emotions (class 12) is also uncharted. In
one sense, reader emotions are reactions of the reader to the text
rather than inferences per se. The reader experiences suspense,
surprise, fear, curiosity, amusement, and other emotions while
reading episodes in the narrative (Brewer & Ohtsuka, 1988;
Graesser, Long, & Mio, 1990; Jose & Brewer, 1984). The reader
may identify with a character and empathetically experience
some semblance of the character’s emotions. These reader reac-
tions do not refer directly to the situation model depicted in the
story plot so they are not really knowledge-based inferences.
In another sense, however, they are inferences that refer to the
pragmatic context of the author-message-reader system. Au-
thors write texts to elicit particular reader emotions, readers
have these emotions, and readers cognitively acknowledge (con-
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sciously or unconsciously) that they are experiencing these ma-
nipulated emotions. Readers may experience the appropriate
emotion during an episode, with elevated physiological arousal,
in a manner carefully crafted by the author (Beach & Brown,
1987). Alternatively, readers may cognitively infer that they
should be having a particular emotion during a particular epi-
sode, even though they are not physiologically aroused or in
the mind set of experiencing the appropriate emotion. When a
reader reads a story for a second or third time, the reader may
cognitively infer that an episode is surprising or suspenseful
even though the entire story is known and there is no uncer-
tainty about the plot (Gerrig, 1989). Clearly, the phenomenon
of reader emotion is complex. For this reason, the construction-
ist theory does not offer a decisive prediction about its process-
ing status (i.e., on-line vs. off-line).

~~ In summary, the constructionist theory predicts that six

/ classes of inferences are normally generated on-line (1, 2, 3, 4,
5, and 6) and five classes are off-line (7, 8, 9, 10, and 11). These
predictions prevail when reading narrative under the default
and genre-based reading goals. All things being equal, there
should be a higher strength of encoding for the first six classes
than for the second five classes. A decisive prediction is not
offered for inferences referring to reader emotion (class 12) and
to author intent and attitude (class 13).

The significance of these predictions can be appreciated once
we consider the predictions of other theories of narrative com-
prehension. We cover alternative theoretical positions in the
next section.

Other Theories of Inference Generation During
Narrative Comprehension

In this section, we discuss other theoretical positions that
offer predictions about inference generation during narrative
text comprehension. It is beyond the scope of this section to
present all of the components and assumptions of each theoret-
ical position. Instead, we directly focus on the salient features
of each theoretical position and then declare the resulting pre-
dictions. In Table 3, we summarize the inference classes that are

. predicted to be drawn on-line by each theoretical position.”

Explicit Textbase

This is a straw-man theoretical position that asserts that no
knowledge-based inferences are constructed during compre-
hension. None of the production rules in Table 2 would exist
according to this position. Early psychological theories of dis-
course processing indirectly endorsed this position to the extent
that they focused exclusively on explicit text in the construction
of meaning representations. This position is not a serious
contender among contemporary discourse-processing theo-
ries, but it is an interesting extreme position to consider
conceptually.

Minimalist Hypothesis

McKoon and Ratcliff (1989, 1992) recently proposed this hy-
pothesis to account for those inferences that are automatically
(vs. strategically) encoded during comprehension. According to
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the minimalist hypothesis, the only inferences that are encoded
automatically during reading are those that are based on easily
available information (either from explicit statements in the
text or from background world knowledge) and those that are
necessary for establishing local coherence. The inferences
needed to establish local text coherence are classes 1, 2, and 3
(referential, case structure role assignment, and causal anteced-
ent). Therefore, inferences in classes 1, 2, and 3 are the only
inferences that are automatically encoded. McKoon and Rat-
cliff (1992) did not offer predictions about which inferences are
strategically generated on-line. However, they did specify that
strategic inferences (a) are more time consuming to construct
(greater than 500 ms), (b) are constructed when local coherence
cannot be established during the interpretation of a clause, and
(c) are not as consistently encoded during comprehension (i.e.,
there are fluctuations among readers, reader goals, and tasks).
These claims permit us to extrapolate some predictions about
what inferences are most likely to be constructed on-line after
readers have more time to process a given clause. Given that
strategic inferences are only probabilistically generated on-line,
whereas automatic inferences are consistently generated, then
inference classes 1, 2, and 3 should have a higher likelihood of
being generated on-line than the other classes of inferences in
Table 1. The minimalist position would assume the existence of
production rules B and F in Table 2 but not production rules
A, C, D, and E. As discussed earlier, it would be essential to tune
production rule B more precisely to capture the exact condi-
tions under which causal antecedents are generated according
to the minimalist hypothesis.

Current-State Selection Strategy

This is a model of narrative comprehension that specifies var-
ious rules for making causal connections between explicit
events, actions, and states in STM (Bloom et al., 1990; Fletcher,
1986; Fletcher & Bloom, 1988). The CSS strategy of Fletcher
and Bloom (1988) merged a causal network model of narrative
representation (Trabasso & van den Broek, 1985) with the STM
assumptions of earlier models by Kintsch and his colleagues
(Kintsch & van Dijk, 1978; Miller & Kintsch, 1980). This hy-
brid model was compared with the earlier, proposition-based,

- “leading edge” rule of Kintsch and van Dijk (1978). The lead-

ing edge rule relies heavily on argument repetition as the main
basis for linking propositions. The CSS strategy would assume
the existence of production rules A, B, and F in Table 2 but not
production rules C, D, and E. Moreover, production rules A
and B would be tuned somewhat differently than that of the
constructionist theory.

The CSS strategy specifies that causal connections are made
between the current clause and a causal antecedent (i.e., an an-
tecedent event, an antecedent state, or a superordinate goal) if
the causal antecedent resides in STM. A causal antecedent re-
mains in STM as long as it has no causal consequent. When a
connection is made, the causal antecedent is transferred out of
STM to LTM. If no causal antecedent can be found for an in-
coming clause, a local causal coherence break occurs, and a
search for a cause is made in LTM.

The CSS strategy constructs a representation that is based
on local coherence, similar to that of the minimalist hypothesis
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Table 3

Predictions of On-line Inference Processing, Derived From Six Theoretical Positions

Explicit Minimalist

Type of inference text-base hypothesis

Current-state Prediction—-
selection Constructionist substantiation
strategy theory model

Promiscuous
inference
generation

Class 1: Referential X
Class 2: Case structure role assignment X
Class 3: Causal antecedent . X
Class 4: Superordinate goal

Class 5: Thematic

Class 6: Character emotional reaction

Class 7: Causal consequence

Class 8: Instantiation of noun category

Class 9: Instrument

Class 10: Subordinate goal-action

Class 11: State .

Class 12: Reader emotion

Class 13: Author intent

< 3¢ < ><
3¢ D¢ > 3¢ 3¢ X<
> D< >< D< < > X<

€ €< < < D¢ D¢ DC X< < X< X< X< X<

Note. X = on-line prediction.

(McKoon & Ratcliff, 1992). In both systems, a strategic search
for causal coherence occurs at local coherence breaks. However,
the kinds of coherence assumed by the two positions are differ-
ent. For example, referential coherence and argument repeti-
tion are critical in the minimalist hypothesis, whereas causal
coherence is critical in the CSS strategy. Another difference ad-
dresses the generation of superordinate goal inferences. Accord-
ing to the CSS strategy, there must be a failure in establishing
a local causal antecedent for global coherence to be achieved
through the retrieval of a goal mentioned much earlier in the
text. In contrast to the minimalist position, the CSS allows a
goal to reside in STM for more than one clause as long as it does
not find a consequent. Once the goal is connected, however, it is
removed from STM and is retrieved as a cause only when there
is a subsequent break in local causal coherence. Breaks in
other kinds of local coherence are not relevant to the CSS
assumptions.

The CSS strategy predicts that four classes of inferences are
generated on-line: referential inferences (class 1), case structure
role assignments (class 2), causal antecedents (class 3), and su-
perordinate goals (class 4). Technically speaking, the superordi-
nate goals are generated under limited conditions in the CSS
strategy described above. However, Fletcher and Bloom (1988)
did have a version of their model that predicted that the super-
ordinate goal inferences are made whenever possible (i.e., the
*“CSS + Goal™ strategy). The original CSS strategy is similar to
the minimalist hypothesis in that it emphasizes the achieve-
ment of local coherence; it differs from the minimalist hypoth-
esisin that the kind of coherence is causal rather than referential
(i.e., argument repetition). The CSS + Goal strategy is similar
to the constructionist theory in its emphasis on the formation
of causal explanations and its predictions that causal anteced-
ents and goals are constructed on-line. However, the construc-
tionist theory predicts that two additional classes of inferences
are constructed on-line to achieve global coherence: thematic
inferences (class 5) and the emotional reactions of characters
(class 6).

Prediction-Substantiation Model

This model asserts that reading is expectation-driven in addi-
tion to explanation-driven. That is, readers generate expecta-
tions about future occurrences in the plot, and these expecta-
tions guide the interpretation of clauses in a top-down fashion
(Bower et al., 1979; DeJong, 1979; Dyer, 1983; Schank & Abel-
son, 1977). Expectations are formulated whenever higher order
knowledge structures are activated, such as a script or a theme.
For example, if a story activates a RESTAURANT script and
the text mentions that two characters entered a restaurant to-
gether, then the reader would form expectations that the char-
acters will eat, talk, and be served food. If a story activates a
REVENGE theme and the text specifies that character A hurts
character B, then the reader would form the expectation that
character B will hurt character A. Expectations are normally
formulated at a superordinate abstract level rather than being
fleshed out in fine detail. For example, a comprehender might
expect that character B will hurt character A but will not gener-
ate a fine-tuned expectation of exactly how the hurt will be re-
alized (e.g., verbal abuse, physical harm, or the use of a gun).

The prediction-substantiation model predicts that seven
classes of inferences are generated on-line: referential (class 1),
case structure role assignment (class 2), causal antecedent (class
3), superordinate goal (class 4), thematic (class 5), character
emotional reaction (class 6), and causal consequence (class 7).
Inferences in classes 1, 2, and 3 establish local coherence. Those
in classes 3 and 4 explain why actions and events occur. Those
in classes 4, 5, and 6 are critical for constructing higher order
knowledge structures and establishing global coherence. The in-
ferences in class 7 are expectations about forecasted plots.
There is only one discrepancy between the theoretical predic-
tions of the constructionist theory and that of the prediction-
substantiation model, namely that of the causal consequence
inferences. The prediction-substantiation model would incor-
porate all of the production rules in Table 2 (A through F) and
would add an additional production rule to account for causal
consequence inferences.
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Promiscuous Inference Generation

This extreme straw-man position predicts that all classes of
inferences are generated on-line. Thus, all of the production
rules in Table 2 would be adopted, plus many others. It is as-
sumed that the reader builds a complete, lifelike situation
model by fleshing out all of the details about the characters,
props, spatial layout, setting, actions, events, and so on. The
meaning representation would be a high-resolution mental vid-
eotape of the narrative, along with exhaustive information
about the mental states of the characters and about the prag-
matic exchange between the author and reader. No researchers
have directly proposed this promiscuous inference generation
position. We should point out, nevertheless, that McKoon and
Ratcliff (1992) have claimed thata constructionist theory would
embrace such a position.

As discussed earlier, each of the classes of inferences in Table
1 could potentially be generated on-line if the experimenter
tuned the instructions, task, and materials properly. For exam-
ple, if the experimenter encouraged the reader to have the goal
of constructing the spatial layout of the narrative, then the
reader would construct spatial inferences on-line. Of course, it
might take a long time to construct these inferences and some
readers might give up trying. The critical tests of the construc-
tionist theory and the alternative theoretical positions described
in this section perhaps consist of experimental conditions in
which the reader is not tuned to the class of inferences under
scrutiny. For example, would the reader construct spatial infer-
ences when reading the narrative for understanding, for enter-
tainment, or for the specific goal tracking of the traits of a char-
acter? If spatial inferences are constructed when readers have
these latter goals, then that would be compelling evidence that
spatial inferences are generated on-line; if not, then these spatial
inferences are not generated on-line.

More generally, several conditions must be met before there
is a fair test of whether an inference class is normally generated
on-line versus off-line: (a) the reader must be motivated to un-
derstand the text, (b) the reader must have prerequisite back-
ground knowledge, (c) the text must be considerate, (d) there
must be sufficient time for the reader to construct the infer-
ences, and (e) the instructions and tasks must not be specially
tuned to the inference class under investigation.

Empirical Evidence for the Constructionist Theory

There have been some lively debates over the proper measures
and experimental designs that test whether or not a class of in-
ferences is generated on-line (Graesser & Bower, 1990; Keenan,
Golding, Potts, Jennings, & Aman, 1990; Magliano & Graesser,
1991; McKoon & Ratcliff, 1989, 1990; Pottset al., 1988; Singer,
1988). However, in this article, we do not dissect the method-
ological problems with each of the existing measures and tasks.
There does not appear to be a perfect measure and task; there
are merely trade-offs, with each enjoying some benefits and
some shortcomings. The evidence presented in this section is
based on empirical studies that have minimal methodological
problems. An ideal dependent measure would tap processes
that occur during the course of comprehension rather than re-
constructive processes well after comprehension is completed;

this eliminates recall and summarization tasks in which data
are collected after a reader finishes comprehending a text. An
ideal dependent measure would track the time-course of various
cognitive processes by charting response times. Such measures
include self-paced reading times for text segments (e.g., words,
clauses, and sentences), gaze durations on words in eye-tracking
studies, lexical-decision latencies on test words (i.e., whether a
test string is a word or a nonword), naming latencies on test
words, latencies to verify whether a test statement is true or
false, latencies to decide whether a test segment had been pre-
sented earlier (i.e., recognition memory), or speeded recogni-
tion judgments under a deadline procedure. Moreover, an ideal
experimental design would eliminate or control extraneous
variables.

To test whether knowledge-based inferences are generated on-
line, it is critical to demonstrate that subjects have a sufficient
knowledge base and sufficient information sources to produce
the inferences. It would be pointless to test whether readers gen-
erate anr inference if they do not have the prerequisite world
knowledge or if an inference test item (i.e., a word or statement)
fails to match any cognitive representation that a reader could
manage to construct. There is one, very critical, methodological
implication of this note of caution: Experimenters should not
generate their own inference test items and assume that the sub-
jects are actually making these inferences, particularly if the ex-
perimenter ends up concluding that the inference class is not
generated on-line. The experimenter must validate that the in-
ferences could be generated by the designated reader population
if the readers had sufficient time to do so.

In light of the above cautionary note, researchers have some-
times collected verbal protocols from readers during compre-
hension to validate that the readers could potentially generate
the inferences under investigation. These verbal protocols are
collected while the reader comprehends the text sentence by
sentence or clause by clause. In think-aloud tasks, the readers
express whatever comes to mind as each explicit clause is com-
prehended (Beach & Brown, 1987; Daly, Weber, Vargelisti,
Maxwell, & Neel, 1989; Ericsson, 1988; Ericsson & Simon,
1980; Fletcher, 1986; Olson, Duffy, & Mack, 1984; Suh & Tra-
basso, 1993; Trabasso & Suh, 1993). In question-answering
tasks, the readers answer particular questions about each clause,
such as why, how, and what-happens-next (Graesser, 1981;
Graesser & Clark, 1985). In question-asking tasks, the reader
asks questions that come to mind about each sentence (Collins,
Brown, & Larkin, 1980; Olson, Duffy, & Mack, 1985). These
verbal protocols expose potential knowledge-based inferences.
The researcher has some assurance that the inference could be
made, that the reader population has the prerequisite world
knowledge, and that the inference is expressible in language.
The researcher can measure the proportion of subjects who pro-
duce the inference at particular points in the text that elicit the
inference.

Of course, the fact that an inference is expressed in verbal
protocols does not imply that the inferences are normalily gen-
erated on-line. It is possible that readers adopt unnatural read-
ing strategies when producing the verbal protocols (Nisbett &
Wilson, 1977). Therefore, it is necessary to test the on-line sta-
tus of candidate inferences by collecting appropriate measures
from a separate group of readers who do not supply verbal pro-
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tocols. Such measures include sentence reading times, gaze du-
rations on words, lexical-decision latencies or naming latencies
on test items in a secondary task, latencies in making recogni-
tion memory judgments on words or sentences, and so on. Re-
searchers have satisfactorily demonstrated that particular
classes of inferences exposed by verbal protocols do in fact pre-
dict these on-line temporal measures collected from a different
group of readers (Graesser, Haberlandt, & Koizumi, 1987,
Long, Golding, & Graesser, 1992; Long & Golding, 1993; Mag-
liano, Baggett, Johnson, & Graesser, 1993; Millis, Morgan, &
Graesser, 1990; Olson et al., 1984; Sharkey & Sharkey, 1992;
Suh & Trabasso, 1993). These studies have shown that some,
but not all, classes of inferences from the verbal protocols are
generated on-line. Therefore, theories of inference generation
can be tested by coordinating verbal protocol analyses and on-
line temporal measures, as we illustrate later. Magliano and
Graesser (1991) have advocated the implementation of a three-
pronged method that coordinates (a) the collection of verbal
protocols to expose potential inferences, (b) theories of dis-
course processing that make distinctive predictions about
which classes of inferences are generated on-line, and (c) the
collection of on-line temporal measures to assess whether a class
of inferences is actually made on-line.

At this stage of development, most investigations of inference
generation have not used the three-pronged method. It takes
considerable effort to collect and analyze the verbal protocols,
so most researchers have resisted the temptation to pursue the
methodology. However, we believe that the most compelling ev-
idence involves the collection of these protocols to ensure that
readers have sufficient knowledge to make these inferences.
Once we are satisfied that the readers can make these inferences
under unlimited time constraints, we can then collect time-
based behavioral measures to investigate the time-course of
generating these inferences.

This section has three parts. In the first subsection, we review
empirical tests of inference processing in studies that used time-
based behavioral measures to tap on-line processing but did not
adopt the three-pronged method. The focus is on inference
classes 1 through 4 and 6 through 11 because there are essen-
tially no adequate empirical tests of classes 5, 12, and 13. In the
second subsection, we report a study that adopted the three-
pronged method to investigate text-connecting inferences dur-
ing narrative comprehension. As mentioned earlier, these infer-
ences specify how explicit clauses in the text are connected con-
ceptually. In the third subsection, we report studies that used
the three-pronged method to investigate extratextual inferences
during narrative comprehension. As reported below, the avail-
able evidence supports the constructionist theory to a greater
extent than the alternative theoretical positions presented in the
previous section.

Evidence From Studies That Do not Use the Three-
Pronged Method

As summarized in Table 3, the constructionist theory pre-
dicts that the following five inference classes are generated on-
line (under normal comprehension conditions in which the
reader is not tuned to generate a particular class of inferences):
referential inferences, case structure role assignments, causal

antecedents, characters’ emotional reactions, and superordi-
nate goals. In fact, there is empirical support for these predic-
tions in studies that have used the time-based behavioral mea-
sures described above. Support has accrued in the case of refer-
ential inferences (Bever & McElree, 1988; Dell, McKoon, &
Ratcliff, 1983; Duffy & Rayner, 1990; Gernsbacher, 1990;
McKoon & Ratcliff, 1992; O’Brien, Duffy, & Myers, 1986; San-
ford & Garrod, 1981), case role assignments (Frazier & Flores
d’Arcais, 1989; Just & Carpenter, 1980; Swinney & Osterhout,
1990), causal antecedents (Bloom et al.,, 1990; Fletcher &
Bloom, 1988; McKoon & Ratcliff, 1986, 1989; Myers et al,,
1987; Potts et al., 1988; Singer, Halldorson, Lear, & Andrusiak,
1992; van den Broek & Lorch, 1993), superordinate goals (Dop-
kins et al., 1993), and characters’ emotional reactions (Gerns-
bacher, Goldsmith, & Robertson, 1992).

In contrast, the constructionist theory predicts that several
classes of “elaborative” inferences in Table 3 are not generated
on-line (unless the reader has a specific goal to generate these
inferences or the inferences are highly predictable through con-
straints of multiple information sources): instantiations of a

‘noun category, instruments, causal consequences, subordinate

goals/actions, and states. These inferences are not needed to
construct a coherent explanation of the explicit actions and
events in the narrative, so they have a lower likelihood of being
generated on-line. Once again, available empirical studies sup-
port the rrediction that these classes of elaborative inferences
are not constructed on-line. The prediction is supported in the
case of instantiations of noun categories (Whitney, 1986), in-
struments (Corbett & Dosher, 1978; McKoon & Ratcliff, 1981;
Singer, 1979, 1980), causal consequences (Bloom et al., 1990;
McKoon & Ratcliff, 1986, 1989; Potts et al., 1988; Singer &
Ferreira, 1983), and states (Seifert, 1990; Seifert, Robertson, &
Black, 1985).

The central argument, therefore, is that the constructionist
theory predicts the exact subset of inferences that are generated
on-line and the conditions under which they are generated. In
contrast, accurate predictions are not delivered by the alterna-
tive theoretical positions: the explicit textbase position, the min-
imalist hypothesis, the CSS strategy, the prediction-substantia-
tion model, and the promiscuous inference generation position.

There is considerable variability in the amount of empirical
evidence available for each class of inference. Therefore, at this
point, we identify some of the most solid empirical findings and
trace the theoretical implications.

Most of the theoretical positions predict that causal anteced-
ent bridging inferences are generated during comprehension.
Indeed, there is substantial support for the prediction (see above
citations). For example, in studies by Singer (Singer et al., 1992;
Singer, Revlin, & Halldorson, 1990), subjects read sentence
pairs such as 1a and 1b below.

la. Dorothy poured the bucket of water on the bonfire.
1b. The fire went out.

An understanding of this sentence pair requires the recognition
that the first event caused the second event. The reader must
also know something that, when coupled with the fact that wa-
ter was poured on the fire, accounts for the fire going out; spe-
cifically, the reader fills in a causal antecedent enabling event
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water extinguishes fire. According to Singer’s model, the reader
initially constructs a mental syllogism with a missing premise
(called an enthymeme) and then solves the syllogism with the
inferred enabling causal antecedent (i.e., the inference). In this
case, la and the inference are two premises that imply conclu-
sion 1b in the solved constructed syllogism. In a contrast condi-
tion, subjects read the sentence pair 2a and 2b.

2a. Dorothy placed the bucket of water by the fire.
2b. The fire went out.

In this case, the inference water extinguishes fire is not gener-
ated in the explanation. The sentence pairs are causally related
in the 1a-1b sequence (the causal condition) but only tempo-
rally contiguous in the 2a-2b sequence (the temporal
condition). :

After subjects read one of the sentence pairs, they were asked
to verify the inference by answering the question, “Does water
extinguish fire?”” They pushed either a “yes” or “no” button as
quickly as possible. Of course, the answer to this generic fact
should be yes in both conditions. The latencies to answer this
question were in the expected direction. Answer time for the test
question was faster in the causal condition than in the temporal
condition. This result has consistently occurred in a number of
studies that Singer and his colleagues have conducted (Singer et
al., 1990, 1992). The effect occurs when the sequences are iso-
lated sentence pairs and when the sentence pairs are embedded
in text. The effect even occurs when the order of presenting la
and 1b is reversed. Moreover, the effect cannot be explained by
extra priming of the question by the words in 1a of the causal
condition because the effect disappears when the second sen-
tence (1b or 2b) is deleted (Singer et al., 1992).

The consistent finding that causal antecedent inferences are
generated on-line is sufficient to eliminate the explicit textbase
position but not the alternative theoretical positions. The causal
consequence inferences provide a more discriminating test
among the theoretical positions. Potts et al. (1988) investigated
whether causal antecedent inferences and causal consequence
inferences are generated while comprehending short two-sen-
tence excerpts. They collected naming latencies on test words
shortly after subjects read the sentences. For example, consider
the test word broke in the context of the following three texts:

Causal antecedent condition. No longer able to control his anger,
the husband threw the delicate porcelain vase against the wall. It
cost him well over one hundred dollars to replace the vase.

Causal consequence condition. No longer able to control his anger,
the husband threw the delicate porcelain vase against the wall. He
had been feeling angry for weeks, but had refused to seek help.
Control condition. In one final attempt to win the delicate porcelain
vase, the angry husband threw the ball at the bowling pins that
stood against the wall. He had never won anything and was deter-
mined not to miss this time.

The inference the vase broke is a causal antecedent bridging in-
ference while comprehending the second sentence in the causal
antecedent condition; therefore, this inference should be gener-
ated on-line. The same inference is a causal consequence of the
first sentence of the causal consequence condition; in this case,
the status of this inference varies among the theoretical posi-
tions. The inference would not be generated in the control con-

dition. The naming latencies in the Potts et al. (1988) study were
consistent with the proposal that causal antecedent inferences
are generated on-line but not causal consequence inferences.
The naming latencies showed the following pattern: causal an-
tecedent < causal consequence = control.

The finding that causal consequence inferences were not gen-
erated on-line in this study and several other studies (see earlier
citations) eliminates additional theoretical positions. Specifi-
cally, the data are not compatible with the predictions of the
prediction-substantiation model and the promiscuous infer-
ence generation position. We are therefore left with three viable
theoretical positions: the constructionist theory, the minimalist
hypothesis, and the CSS strategy.

Characters’ emotional reactions are generated on-line ac-
cording to the constructionist theory but not according to the
minimalist hypothesis and the CSS strategy (see Table 3).
Gernsbacher et al. (1992) investigated these inferences by col-
lecting sentence reading time measures and naming latency
measures. Subjects read stories that had explicit concrete ac-
tions and events and that triggered emotional inferences. An
example story involved a main character stealing money from
a store where his best friend worked and later learning that his
best friend had been fired. In such a story, the emotion of guilt
is predicted to be generated on-line according to the construc-
tionist theory. Test words were presented during the reading of
stories, and subjects provided naming latencies. The test words
were either an appropriate emotion (e.g., guilt) or an inappro-
priate einotion (e.g., pride). Gernsbacher et al. (1992) reported
that naming latencies were shorter for the appropriate emotions
than for the inappropriate emotions. This outcome supports the
constructionist theory rather than the minimalist hypothesis
and the CSS strategy.

Another test that discriminates the above three theoretical
positions involves global inferences that link an incoming ex-
plicit statement with information several episodes earlier in the
story (i.e., information that is outside of WM). According to the
minimalist hypothesis and the CSS strategy, these global infer-
ences are made only when there is a failure in establishing local
coherence or causal coherence. However, according to the con-
structionist theory, these global inferences are generated even
when local coherence is intact. The evidence favors the con-
structionist theory (Dopkins et al., 1993; O’Brien & Albrecht,
1992; Singer, 1993; Suh & Trabasso, 1993; van den Broek &
Lorch, 1993). The materials in the study by Singer (1993), for
example, are illustrated below.

3a. Valerie left early for the birthday party. (global inference con-
dition)

3a’. Valerie left the birthday party early. (control condition)

3b. She checked the contents of her purse.

3c. She backed out of the driveway.

3d. She headed north on the freeway.

3e. She exited at Antelope Drive.

3f. She spent an hour shopping at the mall.

TEST: Do birthday parties involve presents?

Sentences 3b, 3c, 3d, and 3e intervened between the motivating
statement (3a), or the control statement (3a), and the attempt
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to prepare for the party by shopping (3f). Statements 3a and 3a’
should be deleted from WM by the time 3fis comprehended. It
should be noted that both versions were referentially and caus-
ally coherent. According to the minimalist hypothesis, 3a
should not be inferentially bridged to 3fbecause they are several
sentences apart and local coherence is established; the construc-
tionist theory predicted the two sentences should be inferen-
tially bridged to establish global coherence. The time to subse-
quently answer the test question supported the constructionist
position: The latencies were shorter in the global inference con-
dition than in the control condition. Further support for the
constructionist theory was provided by an explicit control con-
dition, in which sentence 3f explicitly referred to the inference
(i.e., She spent an hour shopping for a present at the mall). An-
swer latencies to the test question were similar in the explicit
control condition and the global inference condition, indicating
that the global inference has a status in the text representation
similar to an explicitly stated idea. Once again, readers at-
tempted to achieve global coherence even when mechanisms of
local coherence are intact.

A Study of Text-Connecting Inferences Using the Three-
Pronged Approach

Suh and Trabasso (1993) have used the three-pronged
method to investigate text-connecting inferences during the
comprehension of more lengthy narrative texts. A discourse
model predicted the points in the text where particular text-
connecting inferences would be constructed on-line. Specifi-
cally, they were interested in the process of reinstating superor-
dinate goals that were explicitly mentioned earlier in the text.
Think-aloud protocols were collected from a group of subjects
while they comprehended the stories, sentence by sentence. The
content extracted from these verbal protocols confirmed the
predicted text-connecting inferences of the discourse model;
that is, superordinate goals were reinstated by explicit clauses at
predictable text locations. A separate group of readers provided
recognition test decisions and latencies for test statements at
different points in the text (instead of providing verbal proto-
cols). The patterns of recognition decisions and latencies con-
firmed the model’s predictions regarding the locations in the
text where the superordinate goals are reinstated.

In Table 4, we present two versions of an example story that
was investigated by these researchers (Suh & Trabasso, 1993;
Trabasso & Suh, 1993). In the hierarchical version, Jimmy has
a main (superordinate) goal of wanting to buy a bike. Jimmy
tries to get his mother to buy the bike, but this strategy fails
because she refuses. Later on in the story, after the main goal is
presumably no longer in WM, Jimmy tries a second approach
to getting the bike by asking for a job, earning money, and pur-
chasing the bike by himself. Many of the actions in the second
half of the hierarchical story should reinstate Jimmy’s goal of
buying a bike (G11; see Table 4). In contrast, this goal should
not be reinstated by these actions in the second half of the se-
quential story version. Jimmy’s goal of buying the bike is satis-
fied early in the sequential version of the story because Jimmy’s
mother agrees to get the bike for Jimmy.

Both the constructionist theory and the discourse model of
Suh and Trabasso (1993) predict that the superordinate goal

Table4
Hierarchical and Sequential Versions of the Jimmy Story
(Suh & Trabasso, 1993)

Category Sentence

Hierarchical version

Si1 Once there was a boy named Jimmy.

Ell  Oneday, Jimmy saw his friend Tom riding a new bike.

Gl11 Jimmy wanted to buy a bike. ’

All  Jimmy spoke to his mother.

O1ll Jimmy’s mother refused to get a bike for him.

R11  Jimmy was very sad. .

E21  The next day, Jimmy’s mother told him that he should have
his own savings.

G21 Jimmy wanted to earn some money.

A2l  Jimmy asked for a job at a nearby grocery store.

A22  Jimmy made deliveries for the grocery store.

021  Jimmy earned a lot of money.

A3l  Jimmy went to the department store.

A32  Jimmy walked to the second floor.

031 Jimmy bought a new bike.

Sequential version

Sil Once there was a boy named Jimmy.

Ell  Oneday, Jimmy saw his friend Tom riding a new bike.

Gl11 Jimmy wanted to buy a bike.

All  Jimmy spoke to his mother.

O1!  Jimmy's mother got a bike for him.

R11  Jimmy was very happy.

E21  The next day, Jimmy’s mother told him that he should have
his own savings.

G21 Jimmy wanted to earn some money.

A21  Jimmy asked for a job at a nearby grocery store.

A22  Jimmy made deliveries for the grocery store.

021 Jimmy earned a lot of money.

A3l  Jimmy went to the department store.

A32  Jimmy walked to the second floor.

031 Jimmy bought a new basketball.

Note. S = setting; E = event; G = goal; A = attempt; O = outcome; R
= reaction. The first number after the letter indicates the episode to
which the statement belongs. The second number indicates the cumula-
tive number of times that the statement’s category has occurred in that
episode. For example, A32 refers to the second attempt in the third
episode.

will be reinstated by particular story actions in the hierarchical
version. Reinstatement of this goal supports global coherence.
It should be noted that the superordinate goal should be
reinstated even though there is no break in local coherence. All
of the sentences in both stories are locally coherent by virtue of
argument repetition (Halliday & Hasan, 1976; Kintsch & van
Dijk, 1978): The subject of each sentence after sentence 1 is
Jimmy. According to the minimalist hypothesis and the CSS
strategy, the global goal inference should not be reinstated be-
cause there is no break in local coherence or causal coherence.
One prong of the three-pronged method addresses theory.
The theoretical predictions of Suh and Trabasso (1993) were
based on a discourse theory that specifies in detail how the
content of the stories are organized into causal network struc-
tures and how the structures are constructed during compre-
hension (Trabasso & Suh, 1993; Trabasso & van den Broek,
1985; Trabasso et al., 1989). Each sentence is classified by its
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role in an episodic structure. That is, it is assigned to one of six
main categories: settings (S), events (E), goals (G), attempts (A),
outcomes (O), and reactions (R). Settings introduce characters

and indicate the spatial-temporal context of the story. Events -

have an impact on characters and influence goals. Goals are
desired and valued states, activities, objects, and resources. At-
tempts are actions carried out to achieve goals. Outcomes index
the success or failure of a goal being achieved. Reactions are
emotions and cognitions that evaluate events and outcomes.
The numbers in the lettered subscripts in Table 4 refer to the
episode in which the sentence occurs (the first digit) and the
ordinal number of a particular category within an episode (the
second digit). For example, G21 is the second episode’s first goal
statement and A32 is the third episode’s second attempt state-
ment. Trabasso’s discourse theory specifies how the sentences
are connected with different categories of causal arcs and how
these connections are built on-line during comprehension. The
discourse theory predicts that G11 should be causally linked
(on-line) to sentences A11, G21, A31, and A32 in the hierarchi-
cal version but only to sentence A11 in the sequential version.

Another prong of the three-pronged method states that verbal
protocols should be collected to confirm that the theoretically
predicted inferences are generated on-line. Suh and Trabasso
(1993) collected think-aloud protocols as subjects read the sto-
ries sentence by sentence. After a subject read each sentence,
the subject told the experimenter what his or her understanding
of the story was in the context of the story, no matter how obvi-
ous it was to the subject. The protocols were tape recorded and
analyzed. The theoretical prediction is that the superordinate
goal (G11, Jimmy wanting to buy a bike) should frequently be
mentioned when Al1, G21, A31, and A32 are comprehended
in the hierarchical version and when Al1 is comprehended in
the sequential version. This prediction was confirmed. The like-
lihoods of mentioning G11 were 1.00, .92, .58, and .92 for the
respective actions in the hierarchical version, and .92, .29, .04,
and .17 in the sequential version. The verbal protocols clearly
confirmed the predictions of the discourse theory.

The other prong of the three-pronged method states that
time-based behavioral measures should be collected to more
rigorously assess whether an inference is actually made on-line.
Suh and Trabasso (1993) collected recognition decisions and
latencies for test items that were interspersed with the sentences
during comprehension. Test statements were presented after
story sentences, and subjects decided as quickly as possible
whether the test statement was presented earlier in the text (by
pressing a “yes” or a “no” key). A critical test item was the
G11 goal sentence. The recognition latency was expected to be
shorter if the reader had reinstated G11 during the comprehen-
sion of a story sentence. The results confirmed the predictions

of the discourse model. Recognition latencies (in milliseconds) .

were 973, 986, and 1,084 for the critical test item after All,
G21, and A32, respectively, in the hierarchical version; the cor-
responding latencies were 980, 1,123, and 1,209 in the sequen-
tial version. Once again, the significant differences between the
hierarchical and sequential versions at positions G21 and A32
would not be predicted by the minimalist hypothesis.

The results of Suh and Trabasso’s (1993) application of the
three-pronged method are compatible with the constructionist
theory. The theory predicts that readers generate superordinate

goals during the comprehension of narrative to explain why
goals, actions, and events are explicitly mentioned. These infer-
ences may either be text-connecting inferences or extratextual
inferences. Superordinate goals are generated even when local
coherence is intact and when the incoming sentence needs to be
linked to a superordinate goal that was mentioned much earlier
in the text.

Studies of Extratextual Inferences Using the Three-
Pronged Method

Graesser and his colleagues have used the three-pronged
method to investigate extratextual inferences during the com-
prehension of short narrative texts (Graesser et al., 1987; Long
& Golding, 1993; Long et al., 1992; Long, Golding, Graesser, &
Clark, 1990; Magliano et al., 1993) and short expository texts
(Millis, 1989; Millis et al., 1990). They focused on five classes
of inferences because the status of these classes discriminated
among alternative theoretical positions: superordinate goals
(class 4), subordinate goals (class 10), causal antecedents (class
3), causal consequences (class 7), and states (class 11). Below,
we present an example story and an example inference in each
of these five classes:

The Czar and His Daughter

Once there was a Czar who had three lovely daughters. One day the
three daughters went walking in the woods. They were enjoying
themselves so much that they forgot the time and stayed too long.
A dragon kidnapped the three daughters. As they were being
dragged off they cried for help. Three heroes heard their cries and
set off to rescue the daughters. The heroes came and fought the
dragon and rescued the maidens. Then the heroes returned the
daughters to their palace. When the Czar heard of the rescue, he
rewarded the heroes.

Inferences when comprehending “The dragon kidnapped the
daughter”:

1. Superordinate goal: The dragon wanted to eat the daughters.

2. Subordinate goal: The dragon grabbed the daughters.

3. Causal antecedent: The dragon saw the daughters.

4, Causal consequence: Someone rescued the daughters.

5. State: The dragon has scales. ‘

The first prong of the method addresses theory. The theoreti-
cal predictions are summarized in Table 3 and were discussed
earlier in this article.

The second prong of the three-pronged method involved the
collection of question-answering protocols while readers com-
prehended the stories clause by clause. After reading each
clause (that referred to an action, event, or state), the subjects
answered questions about the clause. One group answered a
why-question, a second group answered a how-question, and a
third group answered a what-happened-next question. The
question categories were selected to extract particular types of
extratextual inferences. As discussed earlier, research on human
question answering has strongly established that why, how, and
what-happened-next questions are selective in extracting par-
ticular inferences (Graesser & Franklin, 1990; Graesser et al.,
1981, 1991; Graesser & Murachver, 1985). Why-questions ex-
pose superordinate goals and causal antecedents; how-questions
expose subordinate goals/actions and causal antecedent events;
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what-happened-next questions expose causal consequences.
States are exposed by more than one of these question catego-
ries and can be distinguished by content.

A constructive history chart was prepared for each of the in-
ferences that was elicited by the question-answering protocols.
The chart identified which explicit clauses in the text elicited a
particular inference, the type of question that elicited it, and
the proportion of subjects who articulated the inference in the
question-answering protocols. The point in the story where an
inference first emerged was particularly informative. In fact, all
experiments that collected time-based measures tested an infer-
ence when it first emerged in the situation model, as manifested
in the question-answering protocols.

Whenever Graesser and his colleagues evaluated the on-line
status of classes of inferences, they always equilibrated the
classes of inference test items on the proportion of subjects who
produced the item in the question-answering task (Graesser &
Franklin, 1990; Graesser et al., 1981, 1991; Graesser & Mur-
achver, 1985). Inference test items were also equilibrated on a
number of extraneous measures, such as word length, word fre-
quency, and word class (i.e., nouns, verbs vs. adjectives).

The third prong of the three-pronged method involved the
collection of lexical-decision latencies or naming latencies for
test words during the comprehension of the stories. Long et al.
(1992) reported a study that adopted the three-pronged meth-
odology to test whether superordinate goal inferences and sub-
ordinate action inferences are generated on-line when stories
are comprehended. According to the constructionist theory, su-
perordinate goals should be generated on-line because they ex-
plain why characters perform intentional actions. In contrast,
subordinate actions should not be generated because they do
not explain why actions occur; subordinate actions merely elab-
orate the details about how actions are executed. Long et al.
used question-answering protocols to extract a sample of super-
ordinate goals and subordinate actions associated with explicit
actions in the text. Why-questions uncovered the superordinate
goals, whereas how-questions uncovered the subordinate ac-
tions. The two samples of inferences were equilibrated on a
number of extraneous variables, such as production likelihood
in the question-answering protocols, word frequency, word
length, and word class. :

Long et al. (1992) collected word-naming latencies to test
whether inference words are generated on-line during compre-
hension. A test word was presented 500 ms after each sentence
in a story was read. The subjects were instructed to say the test
word aloud as quickly as possible. The test word was sometimes
a word that came from a superordinate goal and sometimes a
word from a subordinate goal/action. These items were new in-
ferences constructed for the first time in the story by explicit
target actions. There also was a control condition in which the
superordinate and subordinate inferences were named in an un-
related passage context. Therefore, an inference activation score
could be computed for each test word by subtracting the nam-
ing latency of the word in the inference context from the nam-
ing latency of the word in an unrelated context. This computa-
tion of inference activation scores has been used by other re-
searchers who have collected lexical-decision latencies to study
inference processing (Kintsch, 1988; Sharkey & Sharkey, 1992;
Till, Mross, & Kintsch, 1988). Long et al. (1992) reported sig-

nificantly higher inference activation scores for superordinate
goal words than for subordinate goal/action words (which in
turn were essentially zero). Using the same design, Long et al.
reported a similar pattern of data when lexical decisions were
collected instead of naming latencies. The activation scores
showed the following pattern: superordinate goal > subordinate
goal/action > 0.

In another study, Long and Golding (1993) reported that su-
perordinate goals are constructed very quickly (within 750 ms)
in the case of fast readers with good comprehension. In contrast,
inference activation scores were essentially zero in the case of
subordinate goal/actions for all readers and in the case of super-
ordinate goals for readers who are not fast, good comprehend-
ers. Precise control over reading time was accomplished by im-
plementing a rapid serial visual presentation (RSVP) rate of
250 ms per word. There was precise control over the time-
course of inference activation by imposing a short 200-ms stim-
ulus onset asynchrony (SOA) between the final word of the sen-
tence and the test word. The results of these investigations of
superordinate and subordinate goals are compatible with the
constructionist theory and incompatible with most of the al-
ternative theoretical positions (i.e., explicit textbase position,
minimalist hypothesis, and promiscuous inference generation
position). :

Magliano et al. (1993) tested whether causal antecedent and
causal consequence inferences are generated on-line and also
determined the time-course of their activation. They manipu-
lated inference category (causal antecedent vs. causal conse-
quence), RSVP rate (250 vs. 400 ms), and SOA interval (250,
400, 600, and 1,200 ms). Lexical-decision latencies were col-
lected on test items after each sentence, following the same pro-
cedure as the studies presented above. The results indicated that
there was a threshold of 400 ms after stimulus presentation (ei-
ther RSVP or SOA) before causal antecedents were generated,
whereas causal consequence inferences were never generated
on-line. ‘

Studies using the three-pronged method have revealed that
state inferences are not generated on-line. Long et al. (1990)
compared causal antecedent event inferences with state infer-
ences in a study that collected lexical-decision latencies. Laten-
cies were shorter for test words that referred to causal anteced-
ent event inferences than for those referring to state inferences.
Graesser et al. (1987) collected word reading times using a mov-
ing window method and focused on times for end-of-clause
words. It was assumed that inferences are generated primarily
at end-of-clause words, following the results of previous re-
search (Haberlandt & Graesser, 1985; Just & Carpenter, 1980;
Kintsch & Van Dijk, 1978). Graesser et al. (1987) found that
end-of-clause reading times were predicted by the number of
new goal inferences and causal antecedent event inferences that
were constructed during the comprehension of the clause but
not by the number of state inferences.

In summary, Graesser's research on extratextual inferences
using the three-pronged method was compatible with the pre-
dictions of the constructionist theory and one version of the CSS
strategy (i.e., the CSS + Goal strategy). Superordinate goals and
causal antecedents are generated on-line, whereas subordinate
goals/actions, causal consequences, and states do not tend to
be generated on-line. Stated differently, the first two inference
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classes have substantially higher encoding strengths than do the
latter three classes. These results are not consistent with the pre-
dictions of the explicit textbase position, the minimalist hy-
pothesis, the original version of the CSS strategy, the predic-
tion-substantiation model, and the promiscuous inference gen-
eration position. In addition, the collection of verbal protocols
was effectively coordinated with theory and the collection of on-
line behavioral measures.

Summary of Empirical Findings

This section has presented evidence for the constructionist
theory of inference generation and against the alternative theo-
retical positions. Although most of the available research has
been on short texts that do not use the three-pronged method,
a few studies have adopted the methodology that coordinates
theory, the collection of verbal protocols, and the collection of
time-based behavioral measures.

When considering all of the evidence, the constructionist the-
ory is supported by the finding that inference classes 1, 2, 3, 4,
and 6 (see Tables | and 3) are normally generated on-line,
whereas inference classes 7, 8, 9, 10, and 11 do not tend to be
on-line. These predictions are not made by the explicit textbase
position, the minimalist hypothesis, the CSS strategy, the pre-
diction-substantiation model, and the promiscuous inference
generation model. The constructionist theory predicts that the
latter five classes (7 through 11) are generated on-line only un-
der two conditions: (a) when the reader has a specific goal to
generate these inferences, (b) the inferences are highly predict-
able by virtue of the constraints imposed by multiple informa-
tion sources (as specified by assumption 5), or both. Unfortu-
nately, there is no solid evidence one way or another about the
status of inference classes 5, 12, and 13. One direction for fur-
ther research is to examine these inferences in more detail. The
constructionist theory also correctly predicts that global infer-
ences are generated on-line even under conditions in which lo-
cal coherence is intact. In contrast, the minimalist hypothesis
and the CSS strategy predict that these inferences are made only
when there is a breakdown in local coherence or causal
coherence. )

In closing, it would appear that the proposed constructionist
theory provides the best foundation for predicting and explain-
ing inference generation during the comprehension of narrative
text. Readers construct rather rich situation models during the
comprehension of narrative. However, it is not the case that the
reader constructs a complete lifelike rendition of the story, asif a
camera captured all pictorial details in fine detail and a narrator
tracked the minds of all of the characters. Instead, a predictable
subset of the situation is preserved and another subset never
makes it into the meaning representation. The search-after-
meaning principle goes a long way in distinguishing what
knowledge is in the representation versus what is out.

References

Allen, J. (1987). Natural language understanding. Menlo Park, CA:
Benjamin/Cummings.

Alterman, R. (1985). A dictionary based on concept coherence. Artifi-
cial Intelligence, 25, 153-186.

Anderson, J. R. (1983). The architecture of cognition. Cambridge, MA:
Harvard University Press.

Anderson, R. C., & Ortony, A. (1975). On putting apples into bottles—
A problem of polysemy. Cognitive Psychology, 7, 167-180.

Balota, D. A., Flores d’Arcais, G. B., & Rayner, K. (Eds.). (1990). Com-
prehension processes in reading. Hillsdale, NJ: Erlbaum.

Bartlett, F. C. (1932). Remembering: A study in experimental and social
psychology. Cambridge, England: Cambridge University Press.

Beach, R., & Brown, R. (1987). Discourse conventions and literary in-
ference: Toward a theoretical model. In R. J. Tierney, P. L. Anders, &
J. N. Mitchell (Eds.), Understanding readers’ understanding: Theory
and practice (pp. 147-174). Hillsdale, NJ: Erlbaum.

Berlyne, D. E. (1949). ‘Interest’ as a psychological concept. British Jour-
nal of Psychology, 39, 184-195.

Berlyne, D. E. (1960). Conflict, arousal, and curiosity. New York:
McGraw-Hill.

Bever, T. G., & McElree, B. (1988). Empty categories access their ante-
cedents during comprehension. Linguistic Inquiry, 19, 35-44.

Black, J. B., & Bower, G. H. (1980). Story understanding and problem
solving. Poetics, 9, 223-250.

Bloom, C. P., Fletcher, C. R., van den Broek, P., Reitz, L., & Shapiro,
B. P. (1990). An on-line assessment of causal reasoning during com-
prehension. Memory & Cognition, 18, 65-71.

Bower, G. H. (1989). Mental models in text understanding. In A. F.
Bennett & K. M. McConkey (Eds.), Cognition in individual and so-
cial contexts (pp. 129-144). Amsterdam: Elsevier.

Bower, G. H., Black, J. B., & Turner, T. J. (1979). Scripts in memory for
text. Cognitive Psychology, 11, 177-220.

Brady, M., & Berwick, R. (1983). Computational models of discourse.
Cambridge, MA: MIT Press.

Bransford, J. D., Barclay, J. R., & Franks, J. J. (1972). Sentence mem-
ory: A constructive versus interpretive approach. Cognitive Psychol-
ogy, 3, 193-209. )

Brewer, W. F. (1980). Literary theory, rhetoric, and stylistics: Implica-
tions of psychology. In R. J. Spiro, B. C. Bruce, & W. F. Brewer (Eds.),
Theoretical issues in reading comprehension (pp. 221-239). Hills-
dale, NJ: Erlbaum.

Brewer, W. F,, & Ohtsuka, K. (1988). Story structure, characterization,
just world organization, and reader affect in American and Hun-
garian short stories. Poetics, 17, 395-4135.

Britton, B. K., & Eisenhart, F. J. (1993). Expertise, text coherence, and
constraint satisfaction: Effects on harmony and settling rate. In Pro-
ceedings of the Fifteenth Annual Conference of the Cognitive Science
Society (pp. 266-271). Hillsdale, NJ: Erlbaum.

Britton, B. K., & Giilgdz, S. (1991). Using Kintsch’s computational
model to improve instructional text: Effects of repairing inference
calls on recall and cognitive structures. Journa! of Educational Psy-
chology, 83, 329-404.

Britton, B. K., & Pelligrini, A. D. (1990). Narrative thought and narra-
tive language. Hillsdale, NJ: Erlbaum.

Brown, G., & Yule, G. (1983). Discourse analysis. Cambridge, England:
Cambridge University Press.

Bruner, J. (1986). Actual minds, possible worlds. Cambridge, MA: Har-
vard University Press. .

Cheng, P. W., & Holyoak, K. J. (1985). Pragmatic reasoning schemas.
Cognitive Psychology, 17, 391-416.

Clark, H. H. (1977). Bridging. In P. N. Johnson-Laird & P. C. Wason
(Eds.), Thinking: Readings in cognitive science (pp. 243-263). Cam-
bridge, England: Cambridge University Press.

Collins, A. M., Brown, J. S., & Larkin, K. M. (1980). Inferences in text
understanding. In R. J. Spiro, B. C. Bruce, & W. F. Brewer (Eds.),
Theoretical issues in reading comprehension (pp. 385-407). Hills-
dale, NJ: Erlbaum.

Corbett, A. T., & Dosher, B. A. (1978). Instrument inferences in sen-



392 A. GRAESSER, M. SINGER, AND T. TRABASSO

tence encoding. Journal of Verbal Learning and Verbal Behavior, 17,
479-491.

Dahlgren. K. (1988). Naive semantics for natural language understand-
ing. Norwell, MA: Kluwer Academic.

Daly, J. A., Weber, D. J., Vangelisti, A. L., Maxwell, M., & Neel, H.
(1989). Concurrent cognitions during conversations: Protocol analy-
sis as a means of exploring conversations. Discourse Processes, 12,
227-244,

de Beaugrande, R. (1980). Text, discourse, and process. Norwood, NJ:
Ablex.

DelJong, G. (1979). Prediction and substantiation: A new approach to
natural language processing. Cognitive Science, 3, 251-273.

Dell, G., McKoon, G., & Ratcliff, R. (1983). The activation of anteced-
ent information during the processing of anaphoric reference in read-
ing. Journal of Verbal Learning and Verbal Behavior, 22, 121-132.

Dopkins, S., Klin, C., & Myers, J. L. (1993). Accessibility of informa-
tion about goals during the processing of narrative texts. Journal of
Memory and Language, 19, 70-80.

Duffy, S. A., & Rayner, K. (1990). Eye movements and anaphor resolu-
tion: Effects of antecedent typicality and distance. Language and
Speech, 33, 103-119.

Dyer, M. G. (1983). In-depth understanding: A computer model of inte-
grated processing for narrative comprehension. Cambridge, MA:
MIT Press.

Ericsson, K. A. (1988). Current verbal reports of text comprehension:
A review. Text, 8, 295-325.

Ericsson, K. A., & Simon, H. A. (1980). Verbal reports as data. Psycho-
logical Review, 87,215-251.

Fletcher, C. R. (1986). Strategies for the allocation of short-term mem-
ory during comprehension. Journal of Memory and Language, 25,
43-58.

Fletcher, C. R., & Bloom, C. P. (1988). Causal reasoning in the compre-
hension of simple narrative texts. Journal of Memory and Language,
27,235-244,

Frazier, L.. & Flores d’Arcais, G. B. (1989). Filler driven parsing: A
study of gap filling in Dutch. Journal of Memory and Language, 28,
331-344,

Garnham, A., & Oakhill, J. (in press). The mental models theory of
language comprehension. In B. K. Britton & A. C. Graesser (Eds.),
Models of understanding text. Hillsdale, NJ: Erlbaum.

Gernsbacher, M. A. (1990). Language comprehension as structure
building. Hillsdale, NJ: Erlbaum.

Gernsbacher, M. A., Goldsmith, H. H., & Robertson, R. R. (1992). Do
readers mentally represent character’s emotional states? Cognition
and Emotion; 6, 89-112.

Gerrig, R. J. (1989). Suspense in the absence of uncertainty. Journal of
Memory and Language, 28, 633-648.

Glenberg, A. M., & Epstein, W. (1987). Inexpert calibration of compre-
hension. Memory & Cognition, 15, 84-93.

Glenberg, A. M., Meyer, M., & Lindem, K. (1987). Mental models con-
tribute to foregrounding during text comprehension. Journal of
Memory and Language, 26, 69-83.

Glenberg, A. M., Wilkinson, A. C., & Epstein, W. (1982). The illusion
of knowing: Failure in the self-assessment of comprehension. Mem-
ory & Cognition, 10, 597-602.

Golden, R. M., & Rumelhart, D. E. (1991). A distributed representa-
tion and model for story comprehension and recall. In Proceedings of
the Thirteenth Annual Conference of the Cognitive Science Society
(pp. 7-12). Hillsdale, NJ: Erlbaum.

Graesser, A. C. (1981). Prose comprehension beyond the word. New
York: Springer-Verlag.

Graesser, A. C., & Bower, G. H. (Eds.). (1990). Inferences and text com-
prehension. San Diego, CA: Academic Press.

Graesser, A. C., & Clark, L. F. (1985). Structures and procedures of
implicit knowledge. Norwood, NJ: Ablex.

Graesser, A. C., & Franklin, S. P. (1990). QUEST: A cognitive model of
question answering. Discourse Processes, 13, 279-304.

Graesser, A. C., Gordon, S. E., & Sawyer, J. D. (1979). Memory for
typical and atypical actions in scripted activities: Test of a script
pointer + tag hypothesis. Journal of Verbal Learning and Verbal Be-
havior, 18, 319-332.

Graesser, A. C., Haberlandt, K., & Koizumi, D. (1987). How is reading
time influenced by knowledge-based inferences and world knowl-
edge? In B. K. Britton & S. M. Glynn (Eds.), Executive control pro-
cesses in reading (pp. 217-251). Hillsdale, NJ: Erlbaum.

Graesser, A. C., & Hemphill, D. (1991). Question answering in the
context of scientific mechanisms. Journal of Memory and Language,
30, 186-209.

Graesser, A. C., & Kreuz, R. J. (1993). A theory of inference generation
during text comprehension. Discourse Processes, 16, 145-160.

Graesser, A. C., Lang, K. L., & Roberts, R. M. (1991). Question answer-
ing in the context of stories. Journal of Experimental Psychology:
General, 120, 254-277.

Graesser, A. C., Long, D. L., & Mio, J. (1990). Humor and wit in com-
prehension. Poetics, 18, 143-164.

Graesser, A. C., & McMabhen, C. L. (1993). Anomalous information
triggers questions when adults solve problems and comprehend sto-
ries. Journal of Educational Psychology, 85, 136-151.

Graesser, A. C., & Murachver, T. (1985). Symbolic procedures of ques-
tion answering. In A. C. Graesser & J. B. Black (Eds.), The psychology
of questions (pp. 15-88). Hillsdale, NJ: Erlbaum.

Graesser, A. C., Robertson, S. P., & Anderson, P. A. (1981). Incorporat-
ing inferences in narrative representations: A study of how and why.
Cognitive Psychology 13, 1-26.

Graesser, A. C., & Zwaan, R. A. (in press). Inference generation and the
construction of situation models. In C. A. Weaver, S. Mannes, & C. R.
Fletcher (Eds.), Discourse comprehension: Strategies and processing
revisited. Hillsdale, NJ: Erlbaum.

Grice, H. P. (1975). Logic and conversation. In P. Cole & J. L. Morgan
(Eds.), Syntax and semantics: Speech acts (Vol. 3, pp. 41-58). San
Diego, CA: Academic Press. '

Grimes, J. (1975). The thread of discourse. The Hague, Netherlands:
Mouton.

Haberlandt, K., & Bingham, G. (1978). Verbs contribute to the coher-
ence of brief narratives: Reading related and unrelated sentence trip-
lets. Journal of Verbal Learning and Verbal Behavior, 17, 419-425.

Haberlandt, K., & Graesser, A. C. (1985). Component processes in text
comprehension and some of their interactions. Journal of Experimen-
tal Psychology: General, 114, 357-374.

Halliday, M. A. K., & Hasan, R. (1976). Cohesion in English. London:
Longmans.

Harris, R. J., & Monaco, G. E. (1978). The psychology of pragmatic
implications: Information processing between the lines. Journal of
Experimental Psychology: General, 107, 1-22.

Hart, M. L. A., & Honore, A. M. (1985). Causation in the law. Oxford,
England: Clarendon.

Hastie, R. (1983). Social inference. Annual Review of Psychology, 34,
511-542.

Hilton, D. J. (1990). Conversational processes and causal explanation.
Psychological Bulletin, 107, 110-119.

Hobbs, J. R. (1979). Coherence and coreference. Cognitive Science, 3,
67-90.

Holyoak, K. J., & Thagard, P. (1989). Analogical mapping by constraint
satisfaction. Cognitive Science, 13, 295-355.

Hunt, R. A., & Vipond, D. (1986). Evaluations in literary reading. Text,
6, 53-71.




INFERENCE GENERATION 393

Johnson-Laird, P. N. (1983). Mental models. Cambridge, MA: Harvard
University Press.

Jose, P. E., & Brewer, W. F. (1984). Development of story liking: Char-
acter identification, suspense, and outcome resolution. Developmen-
tal Psychology, 20, 911-924.

Just, M. A., & Carpenter, P. A. (1980). A theory of reading: From eye
fixations to comprehension. Psychological Review, 87, 329-354.

Just, M. A., & Carpenter, P. A. (1992). A capacity theory of comprehen-
sion: Individual differences in working memory. Psychological Re-
view, 99, 122-149.

Kahneman, D., Slovic, P., & Tversky, A. (1982). Judgments under un-
certainty: Heuristics and biases. Cambridge, England: Cambridge
University Press.

Kass, A. (1992). Question asking, artificial intelligence, and human cre-
ativity. In T. W. Lauer, E. Peacock, & A. C. Graesser (Eds.), Questions
and information systems (pp. 303-360). Hillsdale, NJ: Eribaum.

Katz, J. J., & Fodor, J. A. (1963). The structure of semantic theory.
Language, 39, 170-210.

Keefe, D. E., & McDaniel, M. (1993). The time course and durability
of predictive inferences. Journal of Memory and Language, 32, 446~
463.

Keenan, J. M., Baillet, S. D., & Brown, P. (1984). The effects of causal
cohesion on comprehension and memory. Journal of Verbal Learning
and Verbal Behavior, 23, 115-126.

Keenan, J. M., Golding, J. M., Potts, G. R., Jennings, T. M., & Aman,
C. T. (1990). Methodological issues in evaluating the occurrence of
inferences. In A. C. Graesser & G. H. Bower (Eds.), Inferences and
text comprehension (pp. 295-312). San Diego, CA: Academic Press.

Kempson, R. M. (1977). Semantic theory. Cambridge, England: Cam-
bridge University Press.

Kintsch, W. (1980). Learning from text, levels of comprehension, or:
Why anyone would read a story anyway. Poetics. 9, 87-98.

Kintsch, W. (1988). The role of knowledge in discourse comprehension:
A constructive-integration model. Psychological Review, 95, 163~
182.

Kintsch, W. (1992). How readers construct situation models for stories:
The role of syntactic cues and causal inferences. In A. F. Healy, S. M.
Kosslyn, & R. M. Shiffrin (Eds.), From learning processes to cognitive
processes: Essays in honor of William K. Estes (Vol. 2, pp. 261-278).
Hillsdale, NJ: Erlbaum.

Kintsch, W. (1993). Information accretion and reduction in text pro-
cessing: Inferences. Discourse Processes, 16, 193-202.

Kintsch, W., & van Dijk, T. A. (1978). Toward a model of text compre-
hension and production. Psychological Review, 85, 363-394.

Kintsch, W., Welsch, D., Schmalhofer, F., & Zimny, S. (1990). Sentence
memory: A theoretical analysis. Journal of Memory and Language,
29, 133-159.

Kuipers, B. (1985). Commonsense reasoning about causality: Deriving
behavior from structure. In D. G. Bobrow (Ed.), Qualitative reason-
ing about physical systems (pp. 169-204). Cambridge, MA: MIT
Press.

Lazarus, R. S. (1991). Emotion and adaptation. London: Oxford Uni-
versity Press.

Lea, R. B., O’'Brien, D. P, Fisch, S. M., Noveck, I. A., & Braine,
M. D. S.(1990). Predicting propositional logic inferences in text com-
prehension. Journal of Memory and Language. 29, 361-387.

Lehnert, W. G. (1978). The process of question answering. Hillsdale,
NJ: Erlbaum.

Lehnert. W. G. (1981). Plot units and narrative summarization. Cogni-
tive Science, 5, 283-331.

Lehnert, W. G., Dyer, M. G., Johnson, P. N, Young, C. J., & Harley, S.
(1983). BORIS: An experiment in in-depth understanding of narra-
tives. Artificial Intelligence, 20, 15-62.

Long, D. L.. & Golding, J. M. (1993). Superordinate goal inferences:

Are they automatically generated during comprehension? Discourse
Processes, 16, 55-73.

Long, D. L., Golding, J. M., & Graesser, A. C. (1992). The generation
of goal related inferences during narrative comprehension. Journal
of Memory and Language, 5, 634-647.

Long, D. L., Golding, J. M., Graesser, A. C., & Clark, L. F. (1990). Goal,
event, and state inferences: An investigation of inference generation
during story comprehension. In A. C. Graesser & G. H. Bower (Eds.),
Inferences and text comprehension (pp. 89-107). San Diego, CA: Ac-
ademic Press.

Mackie, J. L. (1980). The cement of the universe: A study of causality.
Oxford, England Clarendon.

Magliano, J. P., Baggett, W. B., Johnson, B. K., & Graesser, A. C. (1993).
The time course of generating causal antecedent and causal conse-
quence inferences. Discourse Processes, 16, 35-53.

Magliano, J. P., & Graesser, A. C. (1991). A three-pronged method for
studying inference generation in literary text. Poetics, 20, 193-232.

Mandler, G. (1976). Mind and emotion. New York: Wiley

Mandler, J. M. (1984). Stories, scripts, and scenes: Aspects of schema
theory. Hillsdale, NJ: Erlbaum.

Mann, W. C., & Thompson, S. A. (1986). Relational propositions in
discourse. Discourse Processes, 9, 57-90.

Mannes, S. M., & Kintsch, W. (1991). Routine computing tasks: Plan-
ning as understanding. Cognitive Science, 15, 305-342.

Markman, E. M. (1979). Realizing that you don’t understand: Elemen-
tary school children’s awareness of inconsistencies. Child Develop-
ment, 50, 643-655.

McKoon, G., & Ratcliff, R. (1981). The comprehension processes and
memory structures involved in instrumental inferences. Journal of
Verbal Learning and Verbal Behavior, 20, 271-286.

McKoon, G., & Ratcliff, R. (1986). Inferences about predictable events.
Journal of Experimental Psychology: Learning, Memory, and Cogni-
tion, 12, 82-91.

McKoon, G., & Ratcliff, R. (1989). Assessing the occurrence of elabo-
rative inference with recognition: Compatibility checking vs. com-
pound cue theory. Journal of Memory and Language, 28, 547-563.

McKoon, G., & Ratcliff, R. (1990). Dimensions of inference. In A.
Graesser & G. Bower (Eds.), Inferences and text comprehension (pp.
313-328). San Diego, CA: Academic Press.

McKoon, G., & Ratcliff, R. (1992). Inference during reading. Psycho-
logical Review, 99, 440-466.

McLaughlin, M. L. (1990). Explanatory discourse and causal attribu-
tion. Text, 10, 63-68.

Meyer, B. J. F. (1985). Prose analysis: Purpose, procedures, and prob-
lems. In B. K. Britton & J. B. Black (Eds.), Understanding expository
text (pp. 11-64). Hillsdale, NJ: Erlbaum.

Miller, J. R., & Kintsch, W. (1980). Readability and recall of short prose
passages: A theoretical analysis. Journal of Experimental Psychology:
Human Learning and Memory, 6, 335-354.

Millis, K. K. (1989). The time course of constructing bridging and ex-
pectation knowledge-based inferences during the comprehension of
expository text. Unpublished doctoral dissertation, Memphis State
University, Memphis, TN.

Millis, K. K., Morgan, D., & Graesser, A. C. (1990). The influence of
knowledge-based inferences on the reading time of expository text.
In A. C. Graesser & G. H. Bower (Eds.), Inferences and text compre-
hension (pp. 197-212). San Diego, CA: Academic Press.

Minsky, M. (1975). A framework for representing knowledge. In P. H.
Winston (Ed.), The psychology of computer vision (pp. 211-277).
New York: McGraw-Hill.

Mooney, R. J. (1990). A general explanation-based learning mechanism
and its application to narrative understanding. San Mateo, CA: Mor-
gan Kaufman.

Morrow, D. G., Bower, G., & Greenspan, S. (1989). Updating situation



394 A. GRAESSER, M. SINGER, AND T. TRABASSO

models during narrative comprehension. Journal of Memory and
Language, 28, 292-312.

Morrow, D. G., Greenspan, S. L., & Bower, G. H. (1987). Accessibility
and situation models in narrative comprehension. Journal of Memory
and Language, 26, 165-187.

Murray, J. D., Klin, C. M., & Myers, J. L. (1991, November). Forward
inferences about specific events during reading. 32nd Annual Meeting
of the Psychonomic Society, San Francisco, CA.

Myers, J. L. (1990). Causal relatedness and text comprehension. In
D. A. Balota, G. B. Flores d’Arcais, & K. Rayner (Eds.), Comprehen-
sion processes in reading (pp. 361-375). Hillsdale, NJ: Erlbaum.

Muyers, J. L., Shinjo, M., & Duffy, S. A. (1987). The role of causal relat-
edness and memory. Journal of Memory and Language, 4, 453-465.

Nelson, K. (1986). Event knowledge: Structure and function in develop-
ment. Hillsdale, NJ: Erlbaum.

Newell, A., & Simon, H. A. (1972). Human problem-solving. Engle-
wood Cliffs, NJ: Prentice Hall.

Nicholas, D. W., & Trabasso, T. (1981). Towards a taxonomy of infer-
ences. In F. Wilkening, J. Becker, & T. Trabasso (Eds.), Information
integration by children (pp. 243-266). Hillsdale, NJ: Erlbaum.

Nisbett, R. E., & Wilson, T. D. (1977). Telling more than we can know:
Verbal reports on mental processes. Psychological Review, 84, 231~
279.

Nystrand, M. (1986). The structure of written communication: Studies
in reciprocity between writers and readers. Norwood, NJ: Ablex.

O’Brien, E. J., & Albrecht, J. E. (1992). Comprehension strategies in the
development of a mental model. Journal of Experimental Psychology:
Learning, Memory, and Cognition, 18, 777-784.

O’Brien, E. J., Duffy, S. A., & Myers, J. L. (1986). Anaphoric inference
during reading. Journal of Experimental Psychology: Learning,
Memory, and Cognition, 12, 346-352.

Olson, G. M., Duffy, S. A., & Mack, R. L. (1984). Thinking out loud as
a method for studying real-time comprehension processes. In D. E.
Kieras & M. Just (Eds.), New methods in the study of immediate pro-
cesses in comprehension (pp. 253-286). Hillsdale, NJ: Erlbaum.

Olson, G. M., Duffy, S. A., & Mack, R. L. (1985). Question asking as a
component of text comprehension. In A. C. Graesser & J. B. Black
(Eds.), The psychology of questions (pp. 219-226). Hillsdale, NJ: Erl-
baum.

Otero, J., & Kintsch, W. (1992). Failures to detect contradictions in a
text: What readers believe versus what they read. Psychological Sci-
ence, 3,229-235.

Pearson, P. D., & Fielding, L. (1991). Comprehension instruction. InR.
Barr, M. L. Kamil, P. Mosenthal, & P. D. Pearson (Eds.), Handbook
of reading research (Vol. 2, pp. 815-860). New York: Longman.

Pennington, N., & Hastie, R. (1986). Evidence evaluation in complex
decision making. Journal of Personality and Social Psychology. 51,
242-258.

Perfetti, C. A. (1993). Why inferences might be restricted. Discourse
Processes, 16, 181-192.

Perrig, W., & Kintsch, W. (1985). Propositional and situational repre-
sentations in text. Journal of Memory and Language, 26, 165-187.
Potts, G. R., Keenan, J. M., & Golding, J. M. (1988). Assessing the
occurrence of elaborative inferences: Lexical decision versus naming.

Journal of Memory and Language, 27, 399-415.

. Read, S. J. (1987). Constructing causal scenarios: A knowledge struc-
ture approach to causal reasoning. Journal of Personality and Social
Psychology, 52, 288-302.

Read, S. J., & Marcus-Newhall, A. (1993). Explanatory coherence in
social explanations: A parallel distributed processing account. Jour-
nal of Personality and Social Psychology, 65, 429-447.

Reiger, C. (1975). Conceptual memory and inference. Conceptual infor-
mation processing. Amsterdam: North-Holland.

Rips, L. J. (1990). Reasoning. Annual Review of Psychology, 41, 321~
354.

Roberts, R. M., & Kreuz, R. J. (1993). Nonstandard discourse and its
coherence. Discourse Processes, 16, 451-464.

Rosenblatt, L. (1978). The reader, the text, the poem. Carbondale:
Southern Illinois University Press.

Rumelhart, D. E. (1975). Notes on a schema for stories. In D. G. Bo-
brow & A. M. Collins (Eds.), Representation and understanding:
Studies in cognitive science (pp. 211-236). San Diego, CA: Academic
Press.

Rumelhart, D. E., & McClelland, J. L. (1986). Parallel distributed pro-
cessing: Explorations in the microstructure of cognition (Vol. 1). Cam-
bridge, MA: MIT Press.

Rumelhart, D. E., & Ortony, A. (1977). The representation of knowl-
edge in memory. In R. C. Anderson, R. J. Spiro, & W. E. Montague
(Eds.), Schooling and the acquisition of knowledge (pp. 99-135).
Hillsdale, NJ: Erlbaum.

Sanford, A. J., & Garrod, S. C. (1981). Understanding written language:
Explorations in comprehension beyond the sentence. New York: Wi-
ley.

Schank, R. C. (1986). Explanation patterns: Understanding mechani-
cally and creatively. Hillsdale, NJ: Erlbaum.

Schank, R. C., & Abelson, R. (1977). Scripts, plans, goals and under-
standing: An inquiry into human knowledge structures. Hillsdale, NJ:
Erlbaum.

Schmalhofer, F., & Glavanov, D. (1986). Three components of under-
standing a programmer’s manual: Verbatim, propositional, and situ-
ational representations. Journal of Memory and Language, 25, 279~
294.

Schmidt, S. J. (1982). Foundations for the empirical study of literature:
The components of a basic theory. Hamburg, Germany: Helmut
Buske Verlag.

Seifert, C. M. (1990). Content-based inferences in text. In A. C. Graes-
ser & G. H. Bower (Eds.), Inferences and text comprehension (pp.
103-122). San Diego, CA: Academic Press.

Seifert, C. M., McKoon, G., Abelson, R. P., & Ratcliff, R. (1986). Mem-
ory connections between thematically similar episodes. Journal of
Experimental Psychology: Learning, Memory, and Cognition, 12,
220-231. T

Seifert, C. M., Robertson, S. P., & Black, J. B. (1985). Tybcs of infer-
ences generated during reading. Journal of Memory and Language,
24,405-422.

Sharkey, A. J. C., & Sharkey, N. E. (1992). Weak contextual constraints
in text and word priming. Journal of Memory and Language, 31,
543-572.

Singer, M. (1979). Process of inference in sentence encoding. Memory
& Cognition, 7, 192-200.

Singer, M. (1980). The role of case-filling inferences in the coherence of
brief passages. Discourse Processes, 3, 185-201.

Singer, M. (1988). Inferences in reading. Reading Research: Advances
in Theory and Practice, 6, 177-219.

Singer, M. (1990). Psychology of language. Hillsdale, NJ: Erlbaum.

Singer, M. (1993). Validation of motion bridging inferences in brieftexts.
Manuscript submitted for publication.

Singer, M. (in press). Discourse inference processes. In M. Gernsbacher
(Ed.), Handbook of psycholinguistics. San Diego, CA: Academic
Press.

Singer, M., & Ferreira, F. (1983). Inferring consequences in story com-
prehension. Journal of Verbal Learning and Verbal Behavior, 22, 437-
448.

Singer, M., Halldorson, M., Lear, J. C., & Andrusiak, P. (1992). Valida-
tion of causal bridging inferences in discourse understanding. Journal
of Memory and Language, 31, 507-524.

Singer, M., Revlin, R., & Halldorson, M. (1990). Bridging-inferences




INFERENCE GENERATION 395

and enthymemes. In A. C. Graesser & G. H. Bower (Eds.), Inferences
and text comprehension (pp. 35-52). San Diego, CA: Academic Press.

Sperber, D., & Wilson, D. (1986). Relevance: Communication and cog-
nition. Cambridge, MA: Harvard University Press.

Spiro, R. J. (1980). Constructive processes in prose comprehension and
recall. In R. J. Spiro, B. C. Bruce, & W. F. Brewer (Eds.), Theoretical
issues in reading comprehension: Perspectives from cognitive psychol-
ogy. linguistics, artificial intelligence, and education (pp. 245-278).
Hillsdale, NJ: Erlbaum. :

Stein, N. L., & Glenn, C. G. (1979). An analysis of story comprehension
in elementary school children. In R. O. Freedle (Ed.), New directions
in discourse processing (Vol. 2, pp. 53-120). Norwood, NJ: Ablex.

Stein, N. L., & Levine, L. J. (1991). Making sense out of emotion: The
representation and use of goal-structured knowledge. In W. Kessen,
A.Ortony, & F. 1. M. Craik (Eds.), Memories, thoughts, and emotions:
Essays in honor of George Mandler (pp. 295-322). Hillsdale, NJ: Erl-
baum.

Stein, N. L., & Trabasso, T. (1985). The search after meaning: Compre-
hension and comprehension monitoring. In F. J. Morrison, C. Lord,
& D. Keating (Eds.), Applied developmental psychology (Vol. 2, pp.
33-58). San Diego, CA: Academic Press.

St. John, M. F. (1991). The story Gestalt: A model of knowledge infer-
ence processes in text comprehension. In Proceedings of the Thir-
teenth Annual Conference of the Cognitive Science Society (pp. 25~
30). Hillsdale, NJ: Erlbaum.

Suh, S. Y., & Trabasso, T. (1993). Inferences during reading: Converging
evidence from discourse analysis, talk-aloud protocols, and recogni-
tion priming. Journal of Memory and Language, 32, 279-300.

Swinney, D., & Osterhout, L. (1990). Inference generation during audi-
tory language comprehension. In A. Graesser & G. Bower (Eds.), In-
ferences and text comprehension (pp. 17-33). San Diego, CA: Aca-
demic Press.

Tierney, R. J., & Shanahan, T. (1991). Research on the reading/writing
relationship: Interactions. transactions, and outcomes. In R. Barr,
M. L. Kamil, P. Mosenthal, & P. D. Pearson (Eds.), Handbook of
reading research (Vol. 2, pp. 246-280). New York: Longman.

Till, R. E., Mross, E. F,, & Kintsch, W. (1988). Time course of priming
for associate and inference words in a discourse context. Memory &
Cognition, 16, 283-298.

Trabasso, T., & Sperry, L. (1985). Causal relatedness and importance of
story events. Journal of Memory and Language, 24, 595-611.

Trabasso, T., & Suh, S. Y. (1993). Using talk-aloud protocols to reveal

inferences during comprehension of text. Discourse Processes, 16, 3-
34,

Trabasso, T., & van den Broek, P. (1985). Causal thinking and the rep-
resentation of narrative events. Journal of Memory and Language,
24, 612-630.

Trabasso, T., van den Broek, P., & Suh, S. Y. (1989). Logical necessity
and transitivity of causal relations in stories. Discourse Processes, 12,
1-26.

van den Broek, P. (1990). Causal inferences and the comprehension of
narrative text. In A. C. Graesser & G. H. Bower (Eds.), Inferences and
text comprehension (pp. 175-196). San Diego, CA: Academic Press.

van den Broek, S., & Lorch, R. F. (1993). Network representations of
causal relations in memory for narrative texts: Evidence from primed
recognition. Discourse Processes, 16, 75-98.

van Dijk, T. A., & Kintsch, W. (1983). Strategies of discourse compre-
hension. San Diego, CA: Academic Press.

Weaver, C. A., I1I (1990). Constraining factors in calibration of compre-
hension. Journal of Experimental Psychology: Learning, Memory,
and Cognition, 16, 214-222.

Weimer, W. B., & Palermo, D. S. (1974). Cognition and symbolic pro-
cesses. Hillsdale, NJ: Erlbaum.

Weizenbaum, J. (1976). Computer power and human reason: From
Jjudgment to calculation. New York: Freeman.

Whitney, P. (1986). Processing category terms in context: Instantiations
as inferences. Memory & Cognition, 14, 39-48.

Whitney, P. (1987). Psychological theories of elaborative inferences: Im-
plications for schema-theoretic views of comprehension. Reading Re-
search Quarterly, 22,299-310.

Wilensky, R. (1983). Planning and understanding. Reading, MA: Addi-
son-Wesley.

Winograd, T., & Flores, F. (1986). Understanding computers and cogni-
tion: A new foundation for design. Norwood, NJ: Ablex.

Wyer, R., & Gordon, S. E. (1984). The cognitive representation of social
information. In R. Wyer & T. Srull (Eds.), Handbook of social cogni-
tion (pp. 73-150). Hillsdale, NJ: Erlbaum.

Zwaan, R. A. (1993). Aspects of literary comprehension: A cognitive ap-
proach. Philadelphia: John Benjamins.

Zwaan, R. A., & Van Oostendorp, H. (1993). Do readers construct spa-
tial representations in naturalistic story comprehension? Discourse
Processes, 16, 125-143.

Received March 8, 1993
Revision received February 10, 1994
Accepted February 10, 1994 =


https://www.researchgate.net/publication/15261574

